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ABSTRACT. In this work we consider a new model for flow in a multiporosity shale gas reservoir con-
structed within the framework of an upscaling procedure where hydraulic fractures are treated as (n − 1)
interfaces (n = 2, 3). Within this framework the hydrodynamics is governed by a new pressure equation in
the shale matrix which is treated as a homogenized porous medium composed of organic matter (kerogen
aggregates with nanopores) and inorganic impermeable solid (clay, calcite, quartz) separated from each
other by a network of interparticle pores of micrometer size. The solution of the pressure equation is
strongly influenced by the constitutive response of the retardation parameter and effective hydraulic con-
ductivity where the former incorporates gas adsorption/desorption in the nanopores of the kerogen. By
focusing our analyses on this nonlinear diffusion equation in the domain occupied by the shale matrix, an
optimization strategy seated on the adjoint sensitivity method is developed to minimize a cost-functional
related to gas production in a single hydraulic fracture. The gradient of the objective functional computed
with the adjoint formulation is explored to update the controlled pressure drop aiming to optimize produc-
tion in a given window of time. The combination of the direct approach and gradient-based optimization
using the adjoint formulation leads to the construction of optimal production scenarios under controlled
pressure decline in the well. Numerical simulations illustrate the potential of the methodology proposed
herein in optmizing gas production.

1. INTRODUCTION

For decades shales have been envisioned by the petroleum industry as source rocks of hydrocarbons or
barriers for their movement [18, 39, 44, 45]. However, owing to the rapidly increasing demand for global
oil and gas resources they have also emerged as alternative hosting hydrocarbon formations. Likewise
tight-gas sands, coalbed methane, and heavy oil, shales fall in the category of unconventional reservoirs
[23]. Such a terminology refers to hydrocarbon-bearing formations that generally do not produce eco-
nomic flow rates unless effective stimulation techniques are adopted to enhance permeability at feasible
scenarios [42]. The economic viability hinges on effective stimulations techniques to enhance produc-
tion, such as advanced drilling and completion along with multi-stage hydraulic fracturing which creates
complex fracture networks that connect reservoir surface area to the wellbore [23, 42].

Several macroscopic properties of shales are strongly correlated with the microstructure, which still
remains poorly understood compared to conventional reservoirs. Among the complex features we may
highlight the presence of multiple substructures associated with multimodal pore-size distributions; the
high degree of microstructural and compositional heterogeneity, strongly correlated with the presence
of distinct organic and inorganic solid phases; extremely tiny pores of nanometer size and ultra low
permeability [14, 15, 16, 40]. In addition to fractures, distinct levels of pores appear associated with the
gas-wet kerogen and water-wet system of nanometer to micrometer interparticle pores which provide the
pathways for gas movement in the shale matrix. In such a complex microstructure, kerogen appears in the
form of random scattered inclusions within the inorganic phase with percentage quantified by the total
organic carbon (TOC) [1, 5]. The intraorganic nanopores within kerogen exhibit irregular, bubble-like,
elliptical cross sections generally ranging between 5 and 500 nm in length in thermally mature gas shales
[1]. In addition to the organic matter which plays the role of storage sites for adsorbed gas in the intra-
kerogen nanopores, the inorganic solid is mainly constituted by a mixture of silicate minerals such as
quartz, clays, carbonates, feldspars and pyrite [17, 30, 48]. The systems of organic and inorganic matter
are separated from each other by the network of interparticle pores of size distribution ranging from nano
to micrometers, usually partially saturated with water containing dissolved gas. The connectivity of the
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network of interparticle pores plays an important role in providing hydraulic conductivity for gas flow
towards the network of hydraulic fractures. On the other hand, nanoporosity within the organic matter
aggregates plays an essential role in gas storativity.

The behavior of the adsorbed gas in the nanopores next to the kerogen particles is usually described
by the classical Langmuir isotherm, whose accuracy is restricted to the monolayer adsorption picture
[28, 29, 44] where the characteristic length of the nanopores l is much higher than the diameter of the
methane molecule d. In the case of ultra nanopores (e.g. l < 5d) more sophisticated theories have
been developed to construct adsorption isotherms and compute partition coefficients. Among then we
highlight Molecular Dynamics, Monte Carlo Simulation and Density Functional Theory [20, 26, 27, 29,
38, 41].

The above-mentioned microstructure description induces highly complex features in the gas hydrody-
namics leading to the appearance of several coupled phenomena such as adsorption/desorption, anoma-
lous behavior of the gas in the nanopores gas dissolution in the water phase in the interparticle pores,
Knudsen slip flow and mass exchange between matrix and fracture flows [11, 32, 40]. The homogeniza-
tion of the single phase gas flow in the interparticle pores gives rise to a nonlinear parabolic equation
posed in the domain occupied by the matrix which macroscopically represents a medium of three-
coexisting phases associated with the kerogen aggregates (kerogen particles and adsorbed gas in the
intra-organic nanoscopic pores) along with the interparticle pores partially saturated by free gas and an
aqueous solution with dissolved gas and impermeable inorganic matter [28, 29]. The quantification of
the relative roles of each phenomenon involved gives rise to significative challenges in modeling and
optimization issues associated with methane production in unconventional reservoirs. More specifically,
the constitutive laws underlying the retardation coefficient and hydraulic conductivity which appear in
the nonlinear diffusion equation shall be capable of capturing the local features and need to be rigorously
reconstructed by upscaling the microscopic description [1, 2, 25, 34].

Historically, theories for single phase gas flow in a multiporosity shale system have emerged from the
well established frameworks of dual and triple porosity/permeability models [34, 46, 49]. Such a class
of multiporosity models, extended in [36] to the fully compressible case, has been the cornerstone for
incorporating the aforementioned reactive transport phenomena in shale taking place at distinct spatial
and temporal scales. Such phenomena bring severe nonlinearities to the diffusion equation where the
upscaled coefficients shall incorporate a variety of local phenomena such as local gas adsorption in
nanopores [28, 29], higher apparent permeability induced by Knudsen diffusion and slippage mechanism
at the pore wall [25], classical Fickian diffusion of the dissolved gas in the water phase [24] and Darcy-
Forchheimer flow in high fracture permeable systems [19].

Despite the aforementioned substantial advances, the rigorous bridging between the local pore-scale
microscopic physics and the constitutive response of the retardation coefficient in the nonlinear diffusion
equation governing gas movement in the matrix was recently constructed in [28, 29]. Among other fea-
tures, we particularly highlight the accurate numerical reconstruction of the dependence of this parameter
on TOC, clay content, porosities and gas pressure. Application of this two-scale approach gives rise to a
new nonlinear pressure equation (see [28] for details) which will be explored herein as the bases of the
forward problem for the subsequent optimization strategy.

Throughout the manuscript our forward and optimization methodologies shall focus on gas flow in the
matrix. Thus, we adopt a time-scale assumption considering fast gas flow in the fractures compared to
the hydrodynamics in the matrix so that the controlled pressure in the well is transferred instantaneously
to the fractures which play the role of imposing Dirichlet boundary condition for flow in the matrix. In
this context, our forward problem is fully characterized by the new pressure equation with complex con-
stitutive laws underlying the retardation and conductivity coefficients whose magnitude revolve around
the local behavior of the microstructure [28, 29]. In this scenario, we proceed beyond the numerical so-
lution of the forward model and strive to strike the construction of optimal controlled pressure protocols
and exploitation strategies capable of maximizing gas production for a given window of time.

Over the past few decades, a variety of computational algorithms has been developed for solving
constrained nonlinear optimal control problems [4]. The increasingly powerful high-performance com-
putational resources in conjunction with the development of sophisticated numerical algorithms have
enabled the solution of large-scale, high-fidelity optimization problems. Some of the methodologies
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developed are based on adjoint-based sensitivity methods which allows to maximize or minimize an ob-
jective functional [31]. The Fréchet–type derivatives are then used to obtain a direction of improvement
of the objective function and a descent method is adopted for gradient-based optimization. Such a pro-
cedure is repeated until an extreme is eventually reached for a given convergence criterion. The resulting
formulation consists in solving the forward and adjoint problems along with computing the gradient
of the objective functional. Once the gradients have been obtained, a wide variety of gradient-based
techniques is available to iterate towards the optimal solution; see e.g. Gill et al. [21].

In this work, we develop a new formulation for optimal gas withdrawal in unconventional shale reser-
voirs that combines a new forward model with efficient optimal control and model-updating algorithms
for real-time production optimization to construct optimum production scenarios. The construction of
the optimal methane withdrawal strategy in unconventional formations is achieved with the aid of the
optimal control theory. The optimization loop is performed over the next control step and the process
repeated over the lifetime of the reservoir. By postulating a general form for the objective function later
identified with the net present value (NPV), we proceed by constructing accurate representations for the
coefficients of the adjoint equations in terms of the retardation coefficient, micro/nano porosities and the
TOC of the shale formation. By discretizing the forward and adjoint problems by the Galerkin method
and computing the derivative within a post-processing approach, numerical simulations illustrate the ef-
fect of the different pressure protocols on the objective function. Numerical results show the evolution of
the profiles with the iteration loop towards the minimum and illustrate the robustness of the methodology
proposed herein to improve gas production in NPV unconventional reservoirs.

2. STATEMENT OF THE PROBLEM

Consider the shale gas reservoir a porous medium with inorganic matter mainly composed of clay par-
ticles (kaolinite and illite) along with quartz/calcite and an organic solid composed of kerogen particles
and nanopores forming the organic aggregates (Fig. 1). The gas-wet organic aggregates are filled by
adsorbed methane lying in the nanopores whereas the inorganic matter is treated as a non-reactive im-
permeable medium for gas flow. The kerogen aggregates and inorganic matters are separated from each
other by a permeable system of interparticle pores partially filled by an aqueous solution (with dissolved
gas) and a free gas phase. In addition to the two levels of porosity associated with the interparticle pores
and intra-kerogen aggregates, a distinct level of hydraulic fractures is present. For the sake of simplicity,
we consider interparticle pores of micrometer size so that the Knudsen number is small Kn = O(10−3)
[32, 40] leading to the continuum regime of free gas flow ruled by the classical form of Darcy’s law.
In this microstructural portrait, three distinct length scales naturally appear (Fig. 1). The nanoscale of
characteristic length ofO(10−9m), where kerogen particles and nanopores are viewed as distinct phases:
the microscale, with length of O(10−6m), with nanopores and kerogen treated as overlaying continua
forming the organic aggregates, distinct from the system of interparticle pores and inorganic phase: the
macroscale with characteristic length of O(10−3m) where both organic and inorganic matters along
with interparticle pores are homogenized forming the natural shale matrix adjacent to the hydraulic frac-
tures network. This latter structure is composed of lower dimension objects that separate the matrix into
distinct geologic blocks.

In the process of fluid withdrawal, gas desorption from the kerogen takes place and movement occurs
in the system of interparticle pores induced by Fickian diffusion of the dissolved gas and Darcy flow of
the free gas. The percentage of water produced from the interparticle pores is very small and will be
neglected herein. Thus, we consider immobile bound water phase lying in the interparticle pores with
strong wettability to the clay. Following [28] assume that the time scale of the mass exchange between
water and gas phases is fast compared to that of transport so that local thermodynamic equilibrium
between free, dissolved and adsorbed gas is locally enforced.

In the developments that follow, we begin by presenting the preliminary model for flow in a rigid shale
matrix by assigning a much higher stiffness to it compared to that in the hydraulic fractures. Furthermore,
after presenting the results related to optimization we discuss the steps toward the inclusion of poroelastic
effects.

2.1. Hydrodynamics. For the sake of completeness, we begin by describing the macroscopic governing
equations describing methane flow in the shale matrix. We present the developments for constructing the
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FIGURE 1. Multiscale portrait of a shale gas formation.

pressure equation characterized by the nonlinear parabolic problem. In the network of interparticle pores,
free gas and the aqueous phase with dissolved gas are treated as a homogeneous mixture where Fickian
diffusion of dissolved gas and flow of free gas ruled by Darcy’s law take place simultaneously. After
averaging to the macroscale the fluid phases along with the organic and inorganic solids are treated as
superimposed continua with the hydrodynamics of gas ruled by the pressure equation.

Let Ωs ⊂ R3 be the domain occupied by the homogenized system of interparticle pores, kerogen
aggregates and inorganic matter (shale matrix) and let t be the characteristic time scale of the flow. Mass
conservation of the bulk gas reads as [28]

∂ m

∂t
+∇ · J b = 0 in Ωs × (0, T ), (2.1)

where T ∈ R is the final time, J b the mass flux and m = ρ φ the total gas content in the matrix with ρ
and φ the density and porosity respectively. Denoting Pb the pressure of the bulk gas in the interparticle
pores the constitutive law for m is given by m = R(Pb)Pb where R(Pb) is the retardation parameter
which incorporates the storativities of free, dissolved and adsorbed gas. We then have

∂

∂t
(R(Pb)Pb) +∇ · J b = 0 in Ωs × (0, T ). (2.2)

In the sequel, we proceed by developing the underlying constitutive relation for the retardation co-
efficient R. Let ϕP , ϕI , ϕK be the volume fractions of the interparticle pores, inorganic matter and
kerogen aggregates embedded in the shale matrix respectively and denote Sw the time independent water
saturation in the unsaturated interparticle pores. The total gas content and retardation coefficient can be
decomposed in the form [28]

ms = md +mb +ma and R = Rd +Rb +Ra, (2.3)

where the components {md, Rd}, {mb, Rb} and {ma, Ra} designate the contents of dissolved, free
and adsorbed gas in the interparticle pores respectively. In what follows, we begin by deriving the
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representation for Rd. To this end, denote fl and fb the fugacities of dissolved and free gas where the
local equilibrium assumption gives fl = fb. Assuming the validity of Henry’s law we have for the
dissolved gas [35]

fl =
H(Pb)Cl

ρl
, (2.4)

with Cl the gas concentration in the water phase, ρl the density of the liquid andH(Pb) given by Henry’s
law [35]

H(P ) = H∗ exp

[
v∞
(
P − PS

Rg T

)]
, (2.5)

where H∗ denotes the Henry constant, PS the saturation pressure of the water and v∞ the partial molar
volume at infinite dilution of methane in the liquid.

For the free gas in the micropores we have fb = γ(Pb)Pb where γ(Pb) is the fugacity coefficient given
by

γ(P ) = exp

(∫ P

0

Z(P ′)− 1

P ′
dP ′
)
. (2.6)

with Z the compressibility factor. Thus, with the above-mentioned definitions the equality between
fugacities furnish

Cl =
γ(Pb) ρl
H

Pb, (2.7)

which together with the representation md = ClϕPSw gives

Rd =
md

Pb
= ϕPSw

γ(Pb) ρl
H(Pb)

. (2.8)

We now turn to the constitutive law for Rb. In terms of the bulk gas density ρb we have

mb = (1− Sw)ϕPρb. (2.9)
By postulating an equation of state in the form

ρb =
Mm Pb
Rg T Z

, (2.10)

whereRg is the universal gas constant, T the temperature andMm the molar mass of the gas, in a similar
fashion we have for the free gas

Rb =
mb

Pb
= ϕP

(1− Sw)

Z̃(Pb)
. (2.11)

with Z̃(Pb) = Rg T Z/Mm. The last component Ra in (2.3) quantifies the amount of adsorbed gas
in the kerogen. Such a contribution can be computed by invoking the constitutive law of the partition
coefficient G, defined as the ratio between the mean adsorbed ρa and the bulk gas densities

G :=
ρa
ρb
. (2.12)

In a similar fashion, denoting φN the intrakerogen nanoporosity we have

Ra =
ma

Pb
=
ρaφNϕK

Pb
=
GρbφNϕK

Pb
=
GφNϕK

Z̃(Pb)
. (2.13)

In order to compute G, the local gas density profiles in the organic nanopores need to be precisely
reconstructed. Such task can be accomplished within the framework of the Density Functional Theory
(DFT) under the assumption of local equilibrium between adsorbed and free gas (see [28] for details) or
alternatively by invoking the Langmuir adsorption isotherm. Such a local time-scale assumption revolves
around the estimates presented in Le et al.[29] (appendix 2) who observed high contrast between the
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time scales of the flows in nano and micro pores by computing large values for the ratio between them,
consequently validating thermodynamic equilibrium. Under this quasi-steady regime transients effects
within the nanopores and pressure boundary layers reported in Monteiro et al. [33] can be neglected.

Within the framework of Langmuir adsorption, the adsorbed gas content per unit area of the solid
surface, ΓL, is given by [43, 45]

ΓL = Γ∗max
Pb

Pb + PL
, (2.14)

where Γ∗max = Γmax/NA, with Γmax the number of sites available for adsorption, NA the Avogadro’s
number and PL the Langmuir pressure, whose value corresponds to one-half of the maximum storage
capacity. In the case of slit nanopores the mean adsorbed gas density ρa can be directly computed by
averaging the gas content. We then have a boundary layer adjacent to the surface together with the free
gas behavior lying in the interior organic pores (see [28] for details)

ρa =
1

H/2

(∫ d

d/2

ΓL
d
dz +

∫ H/2

d
ρbdz

)
=

1

H
[ΓL + ρb(H − 2d)] , (2.15)

where H is the separation distance between the parallel organic solid particles and d the diameter of the
gas molecules. Inserting (2.10), (2.14) and (2.15) in (2.12) we obtain for slit pores

G =
1

H

(
Γ∗maxZ̃

Pb + PL

)
+
H − 2d

H
. (2.16)

Its worth noting that the representation (2.13) for the retardation coefficient can be rewritten in terms
of the TOC= MK/(MK+MI) withMK andMI the mass of kerogen and inorganic matter, respectively.
By designating ρK and ρI the densities of kerogen and inorganic matter respectively, a simple calculation
allows to replace ϕK by TOC in the form (see Appendix A for details)

ϕK = 1− ϕP − ϕI =
(1− ϕP )

1 +
ρK(1− TOC)(1− φN )

ρI TOC

, (2.17)

which when combined with (2.3), (2.8) , (2.11) and (2.13) gives

R(Pb) = ϕP

[
Sw

γ(Pb) ρl
H(Pb)

+
(1− Sw)

Z̃(Pb)

]
+

(1− ϕP )

1 +
ρk(1− TOC)(1− φN )

ρI TOC

φNG

Z̃(Pb)
. (2.18)

For the complete derivation of the pressure equation it remains to postulate Darcy’s law for the mass
flux in (2.1). DenotingKeff

b the effective conductivity neglecting gravitational effects we have

J b = −Keff
b ∇Pb, (2.19)

It should be noted that the average conductivity exhibits two contributions: the first stems from the
hydraulic conductivity of free gas

keffb = ρbϕP
kb kr
µg

T (ϕP ), (2.20)

with kb and kr(Sw) the absolute and relative permeabilities, µg the viscosity of the gas and T (ϕP ) the
tortuosity function associated with the interparticle pores. In addition, the mean diffusion coefficient
Dl(Sw) associated with the movement of dissolved methane in the water phase is given by

Deff = ϕP Dl(Sw) g̃(Pb)T (ϕP ), g̃(Pb) =
dCl
dPb

=
d

dPb

(
γ(Pb)ρl
H(Pb)

Pb

)
, (2.21)

where Cl is the methane concentration in the water phase given in (2.7). Thus, the effective conductivity
for free and dissolved gas can be represented in the form

Keff
b = keffb +Deff = ϕP

(
ρb
kb kr
µg

+ g̃(Pb)Dl(Sw)

)
T (ϕP ). (2.22)
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FIGURE 2. Well–ordered arrangement of parallel equally spaced hydraulic fractures
orthogonal to a horizontal well.

2.2. Reduced Case. We shall henceforth present our optimization strategy in the case of gas withdrawal
from a homogeneous shale matrix surrounded by a well ordered parallel arrangement of hydraulic frac-
tures orthogonal to a horizontal well (Fig. 2). Such an arrangement is characterized by the absence
of cross flow and consequently the nonlinear parabolic model reduces to an one-dimensional equation
along the coordinate x orthogonal to the fractures and parallel to the well (Fig. 2). Owing to the simpler
manipulations involved, we select the formulation posed in terms of the density of the bulk gas in the in-
terparticle pores rather than pressure. Thus, in what follows we rewrite the pressure equation in terms of
the density ρ(x, t) := ρb(x, t) which hereafter will be treated as the main variable for the construction of
the objective function. Let pf (t) be the prescribed pressure at the matrix/fracture interface which, under
our time scale assumption, is equal to the well pressure pw(t). Further let ρf (t) be the controlled density
computed from the equation of state (2.10) with p = pf for a given constant temperature. In order to
rephrase the problem in terms of the density, we rewrite Darcy’s law and the constitutive relation for the
retardation coefficient in terms of ρ(x, t). Exploring symmetry in the center of two adjacent hydraulic
fractures in the well ordered arrangement of Fig. 2, our one-dimensional nonlinear diffusion problem for
ρ = ρ(x, t) in 0 < x < 1 and 0 < t < T reads as

(Rρ)t(x, t)− (K?ρx)x(x, t) = 0 ,
ρ(0, t) = ρf (t) ,

K?ρx(1, t) = 0 ,
ρ(x, 0) = ρ0(x) ,

(2.23)

with x = X/L a dimensionless spatial coordinate, ρ0(x) the initial condition and R = R(ρ(x, t)) the
retardation coefficient now represented in terms of density in the form

R(ρ) = ϕP (1− Sw) + ϕPSwρlRT
Z(ρ)γ(ρ)

H(ρ)
+

(1− ϕP )

1 +
ρk(1− TOC)(1− φN )

ρI TOC

φNG(ρ). (2.24)

In addition, in terms of density the effective conductivity K? = K?(ρ(x, t)) in the x–coordinate can
be represented as

K?(ρ) = keffb +Deff (2.25)

with

Deff = ϕP Dl(Sw) g̃(Pb)T (ϕP ) and keffb = ϕPρ
kb kr
µg

T (ϕP ).

For slit pores the partition coefficient can be rephrased as

G(ρ) =
H − 2d

H
+

2

H
Γmax

(
RTZ(ρ)

ρRTZ(ρ) + PL

)
. (2.26)
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In the computation of the effective parameters Z(ρ) and γ(ρ) of the free gas we adopt a Van der Waals
equation of state [35]

P (ρ) = ρRTZ(ρ) = RT
ρ

1− bρ
− aρ2, (2.27)

where a = 27R2T 2
c /(64Pc) and b = RTc/(8Pc) with Pc and Tc are the critical pressure and temperature

respectively.
Under the above representations, the compressibility factor along with the fugacity parameter and

Henry’s coefficient admit analytical representations [35]

Z(ρ) =
1

1− bρ
− ρ a

RT
, γ(ρ) =

exp
(
Z(ρ)− ρ a

RT

)
(1− bρ)Z(ρ)− 1

, (2.28)

H(ρ) = H∗ exp

{
v∞

(
ρRTZ(ρ)− Psat

RT

)}
. (2.29)

For the computation of the tortuosity function in (2.21)–(2.22), we adopt an isotropic microstructure
of spherical interparticle pores. By invoking the self-consistent homogenization scheme we have [3]

T (ϕP ) =
2ϕP

3− ϕP
, (2.30)

which when inserted in (2.22) gives

Deff = ϕP Dl(Sw) g̃(Pb)

(
2ϕP

3− ϕP

)
, (2.31)

keffb = ϕPρ
kb kr
µg

(
2ϕP

3− ϕP

)
. (2.32)

For the local diffusion coefficient of the gas–water mixture Dl = Dl(Sw) we invoke the experimental
relation postulated in Collins et al. [12]

Dl(Sw) = D0SwTwT (ϕP ) with Tw = S(2y+1)
w . (2.33)

Finally, for the relative permeability in (2.20) we adopt Corey’s formula

kr = (1− Swn)2(1− S2
wn) with Swn =

Sw − Swi
1− Swi − Sgrw

, (2.34)

with Swi and Sgrw the residual saturation for water and gas respectively.

2.3. Discretization. In the sequel, our aim is to illustrate the numerical solution of the forward problem
as a motivation for the subsequent optimization procedure by showing the sensitivity of the gas produc-
tion with different trajectories ρf (t). To this end, we discretize the nonlinear parabolic problem (2.23)
by the finite element method in conjunction with Newton’s algorithm and the backward Euler scheme
in time. Thus, begin by introducing the appropriate function spaces. Let L2 (I) be the space of square
integrable scalar–valued functions defined in I = (0, 1) equipped with the usual inner product

(f, g) :=

∫ 1

0
fg dy. (2.35)

Further letH1 (I) be the subspace of L2 (I) of functions with derivative ∂f in L2 (I) and define V :=
{f ∈ H1 (I) ; f(0, t) = 0} and U := {ρ ∈ H1 (I) ; ρ(0, t) = ρf (t)}. Denoting {tn} (n = 1, 2, ..., N) a
partition of the time interval with 4t = tn+1 − tn, the variational formulation of (2.23) reads as: Find
ρn+1 := ρ(x, tn+1) ∈ U such that

(
Rn+1ρn+1, q

)
+4t

(
K?n+1ρn+1

x , qx
)

= (Rnρn, q) ∀q ∈ V, (2.36)
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with

Rn+1 := R(ρn+1) = ϕP (1− Sw) + ϕPSwρlRT
Zn+1γn+1

Hn+1
+

(1− ϕP )

1 +
ρk(1− TOC)(1− φN )

ρI TOC

φNG
n+1,

K?n+1 := K?(ρn+1) = ϕP

(
ρn+1kb kr

µg
+Dl(Sw) g̃n+1

)(
2ϕP

3− ϕP

)
(2.37)

Denoting k = 0, 1, ...,K the index associated with the iterative Newton–Raphson method we have:
Given ρn+1,k := ρk(x, tn+1), solution of (2.36) at the kth-iteration, find the subsequent approximation
ρn+1,k+1 := ρk+1(x, tn+1) satisfying

B
(
ρn+1,k+1, q

)
= F (ρn+1,k, q) ∀q ∈ V, (2.38)

where the bilinear and linear forms are given by

B(ρn+1,k+1, w) =
(
R
n+1,k

ρn+1,k+1, q
)

+4t
(
K?n+1,kρn+1,k+1

x , qx

)
+4t

(
K
n+1,k

ρn+1,k+1, q
)
,

F (ρn+1,k, q) =
(
R′n+1,k(ρn+1,k)2, q

)
+4t

(
K?′n+1,kρn+1,kρn+1,k

x

)
+ (Rnρn, q) ,

(2.39)

with

R
n+1,k

= R′n+1,kρn+1,k +Rn+1,k and K
n+1,k

= K?′n+1,k ∂

∂x
ρn+1,k. (2.40)

By adopting the classical Galerkin approximation, denote Th = {Ie} a partition of the domain and h
the maximum diameter of the elements Ie ∈ Th. Further, let Skh = {ψh ∈ C0(I);ψh|Ie ∈ Pk(Ie)} be
the C0(Ω) Lagrangian finite element space of degree k ≥ 1 in each element Ie, with Pk(Ie) the space
of the polynomials of degree ≤ k in Ie. The discrete Euler–Galerkin formulation reads as: Given ρn+1,k

h

find ρn+1,k+1
h ∈ Uh ⊂ U such that

B
(
ρn+1,k+1
h , qh

)
= F (ρn+1,k

h , qh) ∀qh ∈ Vh ⊂ V. (2.41)

2.4. An Illustrative Example. As quoted before, our aim next is to illustrate the influence of the control
variable related to a prescribed pressure (or density ρf (t)) evolution in time represented by the Dirich-
let boundary condition in (2.23) upon gas production. Such preliminary numerical results motivate the
development of our subsequent optimization strategy. We then consider three distinct time-decline tra-
jectories of the control variable ρf (t). Thus, denote ρ0f and ρ1f the density at the initial and final times
related to given pressures P0 and P1 at the fracture/well, respectively. The first decay protocol consists
of the abrupt scenario, ρf (0) = ρ0f and ρf (t) = ρ1f for all time 0 < t < T with ρ1f < ρ0f . In contrast, the
second scenario is ruled by a gradual linear decay in the form ρf (t) = (ρ1f −ρ0f )t/T +ρ0f interpolated by
piecewise constant functions in some subintervals (ti−1, ti) for i ∈ {1, 2, 3, ..., n}. The last decline con-
sists of a continuum evolution ruled by the same formula, but linearly interpolated in each subinterval.
The input coefficients of the forward simulations are displayed in the first column of Table 1.

The three evolutions of the control variable are depicted in Fig. 3 for the same end points P (ρf (0)) =
P0 and P (ρf (T )) = P1. The gas productions is computed by integrating in time the flux at the fracture
location x = 0. The results presented in Table 2 show the dependence of the gas productions on the
decline trajectory. It should be noted that in spite of its enhanced production, the abrupt regime is not
feasible in practice due to the possibility of inducing structural damage in the well. To avoid this scenario
hereafter we shall pursue alternative pressure/density evolutions with time capable of providing same
order of magnitude of the gas production whilst not exhibiting the drawbacks of the abrupt scenario.

3. OPTIMIZATION STRATEGY

After constructing and discretizing the forward model governing the hydrodynamics in the shale ma-
trix our aim now is to design the optimal pressure (or density) evolution in time at the production well
(or fracture) in order to maximize gas production.

Given a certain a window of time, the main idea underlying the optimization procedure consists in
maximizing a family of objective functions where the end–points appear associated with energy and
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TABLE 1. Input Data in the Forward Model.

Data test case Marcellus Barnett Unity
T 36 36 36 month
RT 8.314× 378 8.314× 378 8.314× 355 Pa m3 / mol
ρl 5.556× 104 5.556× 104 5.556× 104 mol / m3

H∗ 5× 109 5× 109 5× 109 Pa
Psat 7× 105 7× 105 7× 105 Pa
v∞ 3.4501× 10−5 3.4501× 10−5 3.4501× 10−5 m3 / mol
ρI 2.7 2.7 2.7 dimensionless
ρK 1.2 1.2 1.2 dimensionless
Sw 0.3 0.25 0.3 dimensionless
Swi 0.2 0.2 0.2 dimensionless
Sgrw 0.2 0.2 0.2 dimensionless
y 0.6527 0.6420 0.6527 dimensionless
D0 2.4× 10−9 2.4× 10−9 2.4× 10−9 m2 / s
φM 0.06 0.06 0.06 dimensionless
φN 0.1 0.1 0.1 dimensionless
TOC 0.2 0.117 0.05 dimensionless
kb 10× 10−19 5× 10−19 1× 10−19 m2

µg 2.01× 10−5 2.01× 10−5 2.01× 10−5 Pa s
PL 4.00× 106 3.45× 106 4.48× 106 Pa
Γmax 10× 1018/nAv 10× 1018/nAv 10× 1018/nAv mol / m2

nAv 6.022× 1023 6.022× 1023 6.022× 1023 avogadro’s number
H 3d 3d 3d m
d 0.38× 10−9 0.38× 10−9 0.38× 10−9 m
P0 24.0× 106 27.6× 106 26.2× 106 Pa
P1 4.00× 106 3.45× 106 6.89× 106 Pa
Tc 190.6 190.6 190.6 K
Pc 4.599× 106 4.599× 106 4.599× 106 Pa
Nb 70 70 70 number of blocks
Hf 30.0 30.5 30.5 fracture height (m)
Wf 160 198.12 161.7 fracture width (m)
L 9.0 8.7 8.9 block length (m)

TABLE 2. Productions in MMscf (×103) computed in the test case for different declines
in the control variable.

abrupt gradual continuum
production 13.47 10.49 10.31

cumulative gas production. The form postulated for the functional reflects the integral in time of the gas
flux at the well multiplied by a power law of the density ρf . Subsequently within the framework of the
adjoint formulation we construct the sensitivity of the objective function with respect to perturbations
induced in ρf . Information on such a Fréchet derivative provides guidance on the time instant where the
well shall be depressurized. Such a methodology illustrates the feasibility of replacing the abrupt regime
by a gradual decline leading to smoother production scenarios.

In the sequel, we proceed with the construction of the objective function along with the adjoint prob-
lem in order to compute the associated Frechét derivative and optimize production. As quoted before
postulate a family of objective functions parametrized by the exponent β with 0 < β < 1 in the form

Jβ(ρ) = −
∫ T

0
ω(t)ρf (t)βK?ρx(0, t)dt , (3.1)
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FIGURE 3. Illustration of the heuristic depressurizing protocols.

where ω = ω(t) designates a given weight function which strives to incorporate distinct economic
scenarios of gas production ruled by the market/energy demand at different periods of time and mainly
updates to the present time such as net present values. The minus sign is adopted for convenience
in order to pursue the minimum of a cost function. By setting ω(t) = 1, in the asymptotic limits
β → {0, 1} the objective function degenerates into a cumulative production and the energy stored in the
well, respectively.

Throughout the manuscript we shall keep track of the exponent β in order to be capable of recovering
the asymptotic limits β → 0 and β → 1. In order to minimize the cost functional in (3.1), the commonly
adopted approaches for computing the sensitivity of Jβ(ρ) with respect to ρf (t) consist of the direct
and adjoint methods [7, 8] based on introducing perturbations in the density ρf (t) in the form ρεf (t) =

ρf (t) + εδρf (t) where δρf (0) = 0 and ε > 0 a small parameter.

3.1. Direct Approach. For the sake of completeness, we also present the ideas underlying the direct op-
timization procedure [7, 8, 22]. To this end, we begin by denoting the upper dot as the Fréchet derivative
of a function ϕ(t) with respect to ρf (t) in the direction δρf (t) defined as

ϕ̇(ρf ) := lim
ε→0

ϕ(ρf + εδρf )− ϕ(ρf )

ε
, (3.2)

and then proceed by computing the derivative of J(ρ) in (3.1) with respect to ρf (t)

J̇(ρ) =−
∫ T

0
ω(t)(ρf (t)β(K?ρ̇x + K̇?ρx)(0, t) + βρf (t)β−1K?ρx(0, t)δρf (t)) dt

=−
∫ T

0
ω(t)(ρf (t)β(K?ρ̇x + (DρK

?)ρ̇ρx)(0, t) + βρf (t)β−1K?ρx(0, t)δρf (t)) dt

=−
∫ T

0
ω(t)(ρf (t)β(K?ρ̇)x(0, t) + βρf (t)β−1K?ρx(0, t)δρf (t)) dt , (3.3)

with Dρ denoting the derivative with respect to the gas density. The derivative of the cost functional
with respect to ρf (t) depends on ρ(x, t) and ρ̇(x, t). Therefore, to compute the derivative of the forward
problem with respect to ρf (t) we are led to solve the following linear parabolic equation

(R̄ρ̇)t(x, t)− (K?ρ̇)xx(x, t) = 0 , for (x, t) ∈ (0, 1)× (0, T ) ,
ρ̇(0, t) = δρf (t) ,

(K?ρ̇)x(1, t) = 0 ,
ρ̇(x, 0) = 0 ,

(3.4)
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where R̄ = R + (DρR)ρ. In order to evaluate the derivative of the cost functional with respect to
ρf (t), we need to solve (2.23) and (3.4) for each direction δρf (t). In spite of its simplicity, such a
procedure is impracticable due to the high computational cost involved.

3.2. Adjoint Approach. Within the present alternative methodology for computing J̇(ρ) we proceed
within the adjoint-based approach [7, 8, 22], where the derivative (3.3) is decomposed in the form J̇(ρ) =
〈DρJ, ρ̇〉+ 〈∂ρfJ, δρf 〉, with

〈DρJ, ρ̇〉 = −
∫ T

0
ω(t)ρf (t)β(K?ρ̇)x(0, t) dt ,

〈∂ρfJ, δρf 〉 = −
∫ T

0
βω(t)ρf (t)β−1K?ρx(0, t)δρf (t) dt . (3.5)

The term involving 〈DρJ, ρ̇〉 can be rewritten as follows

〈DρJ, ρ̇〉 =

∫ T

0

∫ 1

0
ω(t)ρf (t)β−1(ρ(K?ρ̇)x)x(x, t) dxdt

=

∫ T

0

∫ 1

0
ω(t)ρf (t)β−1(ρx(K?ρ̇)x + ρ(K?ρ̇)xx)(x, t) dxdt . (3.6)

In which, after integration by parts gives for the last term∫ 1

0
ω(t)ρf (t)β−1ρ(K?ρ̇)xx(x, t) dx = −

∫ 1

0
ω(t)ρf (t)β−1ρx(K?ρ̇)x(x, t) dx+

+ ω(t)ρf (t)β−1(ρ(K?ρ̇)x(1, t)− ρ(K?ρ̇)x(0, t)) . (3.7)

Hence, using the boundary conditions (2.23) we have for the first term∫ 1

0
ω(t)ρf (t)β−1ρ(K?ρ̇)xx(x, t) dx = −

∫ 1

0
ω(t)ρf (t)β−1ρx(K?ρ̇)x(x, t) dx

− ω(t)ρf (t)β(K?ρ̇)x(0, t). (3.8)

Therefore, using the governing equation (3.4) we have from (3.6)

〈DρJ, ρ̇〉 =

∫ T

0

∫ 1

0
ω(t)ρf (t)β−1(ρx(K?ρ̇)x + (R̄ρ̇)tρ)(x, t) dxdt . (3.9)

Hence, integrating by parts gives

〈DρJ, ρ̇〉 =

∫ T

0

∫ 1

0
ω(t)ρf (t)β−1ρx(K?ρ̇)x(x, t) dxdt−

−
∫ T

0

∫ 1

0
[ω(t)ρf (t)β−1ρ(x, t)]tR̄ρ̇(x, t) dxdt+

+

∫ 1

0
ω(T )ρf (T )β−1R̄ρ̇ρ(x, T ) dx , (3.10)

where we have used the initial condition in (3.4). We now proceed by introducing the adjoint state in
the form V = V (x, t) := ω(t)ρf (t)β−1ρ(0, t) − λ(x, t), where λ is the solution of the following linear
parabolic equation

R̄λt(x, t) +K?λxx(x, t) = 0 , for (x, t) ∈ (0, 1)× (0, T ) ,
λ(0, t) = ω(t)ρf (t)β ,

K?λx(1, t) = 0 ,
λ(x, T ) = 0 ,

(3.11)

Note that V (x, t) satisfies a time reverse problem with a prescribed final condition. Adopting the change
of variable τ = T − t, we have Vτ = −Vt and thus λτ = −λt. Consequently the adjoint problem (3.11)
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can be rewritten in the usual evolutionary form
R̄λτ (x, τ)−K?λxx(x, τ) = 0 , for (x, τ) ∈ (0, 1)× (0, T ) ,

λ(0, τ) = ω(t)ρf (t)β ,
K?λx(1, τ) = 0 ,

λ(x, 0) = 0 .

(3.12)

In the sequel, we present the variational statement associated with (3.4) and (3.12). To this end,
introduce the set U and the space V in the form

U = {ϕ ∈ H1(0, 1) : ϕ|x=0
= δρf} and V = {ϕ ∈ H1(0, 1) : ϕ|x=0

= 0} . (3.13)

The weak form of (3.4) consists in: Given the homogeneous initial condition, for each t ∈ (0, T ), find
ρ̇ ∈ U , such that ∫ 1

0
(R̄ρ̇)tΦ dx+

∫ 1

0
(K?ρ̇)xΦx dx = 0 ∀Φ ∈ V . (3.14)

In addition, the weak form associated with the adjoint problem (3.12) reads as: Given the final condi-
tion ρ(x, T ), for each t ∈ (0, T ), find V ∈ V , such that∫ 1

0
R̄VtΦ dx−

∫ 1

0
Vx(K?Φ)x dx =

∫ 1

0
R̄(ωρβ−1f ρ)tΦ−

∫ 1

0
ωρβ−1f ρx(K?Φ)x dx ∀Φ ∈ V . (3.15)

Since V ∈ V , we may choose Ψ = V in (3.14) to obtain∫ 1

0
(R̄ρ̇)tV dx+

∫ 1

0
(K?ρ̇)xVx dx = 0 . (3.16)

Hence, integrating by parts and using the initial and final conditions in (3.4) and (3.11), respectively
gives ∫ T

0

∫ 1

0
(R̄ρ̇Vt − (K?ρ̇)xVx) dxdt =

∫ 1

0
ω(T )ρf (T )β−1R̄ρ̇ρ(x, T ) dx . (3.17)

Now, choose Φ = ρ̇−Ψ as a test function in (3.15), where Ψ is the lifting of the Dirichlet boundary data
δρf , namely, Ψ(0, t) = δρf (t). This yields∫ 1

0
R̄Vt(ρ̇−Ψ) dx−

∫ 1

0
Vx(K?(ρ̇−Ψ))x dx =

=

∫ 1

0
R̄(ωρβ−1f ρ)t(ρ̇−Ψ)−

∫ 1

0
ωρβ−1f ρx(K?(ρ̇−Ψ))x dx . (3.18)

Hence, after some manipulations we obtain∫ 1

0
R̄(ωρβ−1f ρ)tρ̇ dx−

∫ 1

0
ωρβ−1f ρx(K?ρ̇)x dx =

=

∫ 1

0
R̄ρ̇Vt dx−

∫ 1

0
(K?ρ̇)xVx dx+

∫ 1

0
R̄(ωρβ−1f ρ)tΨ−

−
∫ 1

0
ωρβ−1f ρx(K?Ψ)x dx−

∫ 1

0
R̄VtΨ dx+

∫ 1

0
Vx(K?Ψ)x dx . (3.19)

Integrating by parts furnishes∫ 1

0
ωρβ−1f ρx(K?Ψ)x dx = ωρβ−1f (K?ρxΨ(1, t)−K?ρxΨ(0, t))−

∫ 1

0
ωρβ−1f K?ρxxΨ dx

= −ωρβ−1f K?ρx(0, t)δρf (t)−
∫ 1

0
ωρβ−1f K?ρxxΨ dx , (3.20)
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where the boundary conditions K?ρx(1, t) = 0 and Ψ(0, t) = δρf (t) have been used. In a similar
fashion, we have∫ 1

0
Vx(K?Ψ)x dx = K?Vx(1, t)Ψ(1, t)−K?Vx(0, t)Ψ(0, t)−

∫ 1

0
(K?Vx)xΨ dx

= −K?Vx(0, t)δρf (t)−
∫ 1

0
(K?Vx)xΨ dx . (3.21)

Since K?Vx(1, t) = 0 and again using the boundary condition for Ψ(0, t) we have∫ 1

0
R̄(ωρβ−1f ρ)tρ̇ dx−

∫ 1

0
ωρβ−1f ρx(K?ρ̇)x dx =

=

∫ 1

0
R̄ρ̇Vt dx−

∫ 1

0
(K?ρ̇)xVx dx+ ωρβ−1f K?ρx(0, t)δρf (t)−K?Vx(0, t)δρf (t)−

−
∫ 1

0
(R̄(Vt − (ωρβ−1f ρ)t) +K?Vxx − ωρβ−1f K?ρxx)Ψ dx . (3.22)

Since V (x, t) satisfies the adjoint problem (3.11) the last term vanishes. Hence, integration in time leads
to ∫ T

0

∫ 1

0
(R̄(ωρβ−1f ρ)tρ̇− ωρβ−1f ρx(K?ρ̇)x) dxdt =

∫ T

0

∫ 1

0
(R̄ρ̇Vt − (K?ρ̇)xVx) dxdt

+

∫ T

0
ωρβ−1f K?ρx(0, t)δρf (t) dt−

∫ T

0
K?Vx(0, t)δρf (t) dt . (3.23)

in which when combined with (3.17) gives∫ T

0

∫ 1

0
(R̄(ωρβ−1f ρ)tρ̇− ωρβ−1f ρx(K?ρ̇)x) dxdt =

∫ 1

0
ω(T )ρf (T )β−1R̄ρ̇ρ(x, T ) dx

+

∫ T

0
ωρβ−1f K?ρx(0, t)δρf (t) dt−

∫ T

0
K?Vx(0, t)δρf (t) dt . (3.24)

Finally, the derivative 〈DρJ, ρ̇〉 in (2.23) and (2.27) can be represented in the form

〈DρJ, ρ̇〉 = −
∫ T

0
ωρf (t)β−1K?ρx(0, t)δρf (t) dt+

∫ T

0
K?Vx(0, t)δρf (t) dt . (3.25)

From the above results, the Fréchet derivative of the cost functional J(ρ) with respect to ρf (t) in the
direction δρf (t) can be represented in the form

J̇(ρ) = −
∫ T

0
(1+β)ω(t)ρf (t)β−1K?ρx(0, t)δρf (t) dt+

∫ T

0
K?Vx(0, t)δρf (t) dt ∀δρf (t) . (3.26)

Since the perturbation δρf (t) is arbitrary, we can identify the derivative DρfJ(ρ) in the form

DρfJ(ρ)(t) = −(1 + β)ω(t)ρf (t)β−1K?ρx(0, t) +K?Vx(0, t) . (3.27)

where the gas density ρ(x, t) is solution to the forward non-linear system (2.23) and V (x, t) satisfying
the adjoint linear system (3.11), or equivalently solution of the time reverse parabolic problem (3.12).

Remark 1. The above representation of the derivative can also be derived within the framework of the
augmented Lagrangian formalism by envisioning the problem in terms of minimizing the cost function
(3.1) subject to the state equation (2.23). Such a constrained optimization statement can be rewritten in
the form of an unconstrained problem by introducing the Lagrangian functional

Lβ(ρ, λ) = −
∫ T

0
ω(t)ρf (t)βK?ρx(0, t) dt+

∫ T

0

∫ 1

0
[(Rρ)t(x, t)− (K?ρx)x(x, t)]λ(x, t) dx dt .

(3.28)
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Since ρf , ρ and λ are assumed to be independent, the total variation of the augmented Lagrangian
functional Lβ(ρ, λ) with respect to the control variable ρf is given by the sum

L̇β(ρ, λ) = 〈DρfLβ(ρ, λ), δρf 〉+ 〈DρLβ(ρ, λ), δρ〉+ 〈DλLβ(ρ, λ), δλ〉 . (3.29)

The variations 〈DρLβ(ρ, λ), δρ〉 and 〈DλLβ(ρ, λ), δλ〉 vanish provided that ρ and λ are solutions of
(2.23) and (3.11), respectively. Therefore, we have

L̇β(ρ, λ) = 〈DρfLβ(ρ, λ), δρf 〉 = −
∫ T

0
K?(βω(t)ρf (t)β−1ρx(0, t) + λx(0, t))δρf (t) dt , (3.30)

which corroborates with (3.26) since λ(x, t) = ω(t)ρf (t)β−1ρ(0, t)− V (x, t).

3.3. Optimization Algorithm. The aforementioned representation for the Fréchet derivative allows to
develop an optimization strategy to pursue the minimum of the cost function. In the sequel, we present
the numerical algorithm for constructing the optimal trajectory ρf = ρf (t) that minimizes J(ρ) . We
shall explore (3.27) as an indicator of the steepest-descent direction of the objective function (3.1). Thus,
set the descent direction as

δρf (t) = −DρfJ(ρ)(t). (3.31)

By proceeding in an iterative fashion, the resulting algorithm can be summarized as follows: Denoting
n as an integer positive associated with the iterative loop, set

ρn+1
f (t) = ρnf (t)− κDρfJ(ρn)(t), (3.32)

and enforce monotonicity

ρn+1
f (t) ≥ ρn+1

f (t+ δt), with δt > 0, (3.33)

where κ denotes the step size determined by a line-search algorithm performed to ensure a decreasing of
the objective functional J(ρ), namely

κ : J(ρn+1) < J(ρn). (3.34)

We then construct the following optimization algorithm:

(1) In each iteration n solve the forward problem (2.23) for ρn.
(2) Solve the adjoint problem (3.12) for V n.
(3) Compute the derivative (3.27) of the objective function.
(4) Begin by setting κ = 1, and update the density profile according to (3.32)–(3.33).
(5) Given a small tolerance κ∗ compute the cost function from (3.1)

• if J(ρn+1) < J(ρn), evolve in the iterative process;
• if J(ρn+1) > J(ρn), set κ← κ/2 while κ > κ∗;
• if κ ≤ κ∗, stop.

4. NUMERICAL RESULTS

After constructing the proper algorithm for computing the minimum of the cost function for a pre-
scribed weight function ω(t) and exponent β, we are now ready to illustrate the performance of the
proposed methodology. To this end, our subsequent numerical simulations are performed in the same
experiment of section 2.4 with input data extracted from Marcellus and Barnett formation (Table 1 2nd
and 3th columns). The first set of simulations does not incorporate the influence of the weight function
(ω(t) = 1). In Figs. 4 and 5 we begin by displaying the evolution of the normalized derivatives of the
objective functional dρf (t) := DρfJ(ρ)(t)/ ‖DρfJ(ρ)(t)‖at the first and last iterations for β = 0 and
β = 1 respectively. In both cases the derivative in the first iteration n = 0 suggests a fast depressurization
initially whereas in the last iteration, we observe the appearance of peaks at the end of the time interval
due to the enforcement of the physical constraint P (ρf (t)) ≥ P1, which has to be fulfilled for all time t.
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FIGURE 4. Normalized derivatives of the objective function dρf (t) at the first (dashed
line) and last (dashed dotted line) iterations for β = 0.
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FIGURE 5. Normalized derivatives of the objective function dρf (t) at the first (dashed
line) and last (dashed dotted line) iterations for β = 1.

The associated decline trajectories of the control variable ρf (t) are depicted in Fig. 6 for the two
geological formations. Recalling that for β = 0 and ω(t) = 1 the objective function degenerates into
the cumulative production at the well. In this case the algorithm converges to the abrupt depletion of
ρf as expected. On the other hand, for β = 1, the product between flux and density characterizes J(ρ)
as an energy-based quantity whose minimization furnishes an alternative smoother controlled density
dissipation. It is worth noting that for β = 1 the scenario associated with the Marcellus formation of
higher permeability suggests a nearly linear decline whereas in the case of the more impermeable Barnett
a nonlinear decline is suggested more pronounced for large time.
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FIGURE 6. Computed decline trajectories in the controlled density for β = 0 and β = 1.

The spatial density profiles associated with the forward and adjoint problems parametrized by time
are plotted in Fig. 7 in the case β = 1.
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FIGURE 7. Density profiles for the forward and adjoint problems for β = 1.

As expected the decline in the controlled density ρf (t) at x = 0 leads to a gradual decrease in the
ρ(x, t) with time. Conversely the time-reversal nature of the adjoint state leads to an increase in the
magnitude of V (x, t) constrained by the enforcement of the homogeneous Dirichlet condition at x = 0.
In Fig. 8 we display the evolution in time of the gas flux at the well. It should be noted that the abrupt
case (β = 0) is characterized by a large peak at t = 0, whereas in the smoother case (β = 1) two
small peaks appear at t = 0 and t ≈ 27 years. The related cumulative productions are displayed in Fig.
9. As expected higher values are obtained for β = 0 where the functional degenerates into cumulative
production
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FIGURE 8. Evolution of the gas flux at the well K?(0, t)ρx(0, t) for β = 0 and β = 1.
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FIGURE 9. Obtained cumulative production for β = 0 in red and β = 1 in blue.

TABLE 3. Cumulative production in MMscf (×103) computed with the optimized sce-
narios for the Marcellus and Barnett fields.

β = 0 β = 1

Marcellus 13.91 11.46
Barnett 5.16 4.08

The evolution of the objective function J(ρn) in the iterative process is shown in Fig. 10 for Mar-
cellus and Barnett formations. We may verify monotonic decay with the number of interactions tending
asymptotically to a minimum. Such a nice property illustrates the potential of the optimization procedure
proposed herein. Since the values of the derivatives DρfJ(ρ)(t) in the last iterations for both β = 0 and
β = 1 are uniform and very small, the evolution process overcomes possible stagnation points with limit
tending to a local (or global) minimum.
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FIGURE 10. Evolution of the objective function J(ρn) with the number of iterations.

Our final set of simulations aims at illustrating the influence of the weight function ω(t) on gas pro-
duction in order to comply with high and low demanding scenarios and also updates to the present value
(NPV) [47]. Thus, we restrict our subsequent analysis to the case β = 0(Jβ = J0) where the objective
function degenerates into cumulative production weighted by ω(t) which will suitably chosen in order
to the functional represent the net present value (NPV) [47]. We then have

J0(ρ) = −
∫ T

0
ω(t)K?ρx(0, t)dt . (4.1)

Thus, in the current context the NPV–function is defined in the form [47]

NPV =

∫ T

0

C(t)

exp(rt)
, (4.2)

where C(t) designates the net cash flow and r the appropriate discount rate, which is set as r = 0.1 per
year. In order to comply with (4.1) consider the decomposition

C(t) := α(t)K?ρx(0, t) , (4.3)

so that the weight function ω(t) can be identified as

ω(t) =
α(t)

exp(rt)
. (4.4)

In our subsequent numerical simulation, we consider three different scenarios for α(t) whose prescribed
time–evolution incorporates market change scenarios not including production and interest rate. Thus,
we have

α1(t) := 8
t− 3

T
, α2(t) := 16 sin2

(
3πt

2T

)(
t

T

)2

and α3(t) := 2
log(t+ 1)

log(T + 1)
. (4.5)

with associated weight functions displayed in Fig. 11.
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FIGURE 11. Representation of the three different weight functions.

We remark that non–monotone behavior was postulated for α(t) in order to accommodate additional
production costs during the period possibly related to the necessity of re–fracking. In particular, initially
the function α1(t) admits negative values owing to the necessity of prior investment.

The resulting optimal trajectories ρf (t) are shown in Fig. 12. It is remarkable to see completely
different declines compared to the previous cases of unitary weight function. In particular for ω1(t)
and ω2(t), we may observe the avoidance of producting at earlier times where ω1(t) is negative and
ω2(t) grows slowly. On the other hand, after 5 years both weight functions grow faster inducing a
more pronounced declining. We also observe a large plateau in the well pressure between 10 and 25
years, since ω2(t) exhibits a valley around 20 years (Fig. 11). In addition, since ω3(t) grows rapidly
at the beginning of the time interval, large dissipation in the well pressure is required initially. Finally,
we may observe that all cases suggest avoidance of the abrupt scenario showing the striking feature of
the optimization strategy in the case of time–dependent weight functions with the objective function
represented by the NPV. Adopting the choice r = 0.1 and 4500 dollars per MMscf of gas, the resulting
profits are presented in Fig. 13. We may observe substantial improvement in the profit for the optimized
solutions thus illustrating the remarkable achievement of the proposed strategy.
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FIGURE 12. Optimal declining trajectories for time–dependent weight functions.
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FIGURE 13. Cumulative profit computed with the chosen weight functions.

The NPV are presented in Tables 4, 5 and 6 for the three weight functions. It should be noted that
overall productions are smaller than the ones obtained in the abrupt scenario for β = 0 and ω(t) = 1
(see Table 3, first column). Conversely, by choosing a NPV–based functional gives rise to higher profits
adopting the optimized decline trajectories. It is worth noting that, since ω1(t) is negative for t < 3 years,
the abrupt protocol leads to loss rather than profit, while the optimized trajectory produces the highest
profit. Finally, since ω3(t) grows faster at earlier times, the resulting profits for both optimized and ad
hoc protocols are of same order of magnitude with a slight improvement observed for the optimized
decline.

TABLE 4. Cumulative productions in MMscf (×103) computed with time–dependent
weight functions for the Marcellus and Barnett formations.

ω1 ω2 ω3

Marcellus 12.49 11.38 13.66
Barnett 4.65 4.13 5.13

TABLE 5. Net Present Values in Dollars (×106) computed with time–dependent weight
functions for the Marcellus formation.

ω1 ω2 ω3

Abrupt (ad hoc) −6.84 2.32 15.48
Optimized 27.11 18.16 19.54

TABLE 6. Net Present Values in Dollars (×106) computed with time–dependent weight
functions for the Barnett formation.

ω1 ω2 ω3

Abrupt (ad hoc) 1.27 2.56 5.91
Optimized 8.49 5.72 6.25
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5. REMARKS ON GEOMECHANICAL EFFECTS

For the sake of simplicity the forward–optimization models developed herein were presented for gas
flow in a rigid medium. In order to develop the proper extension to incorporate poroelastic effects in
the shale matrix, we can explore the constitutive law postulated by Coussy for the fluid content and
Lagragian porosity φ combined with the effective stress principles for the total stress. In the sequel, we
present the first steps toward this extension. Following Coussy [13], for deformable media the overall
porosity including micro and nanoporosity contributions is treated as a transient Lagrangian quantity
which for a linear poroelatic skeleton admits the constitutive law

φ(t) = φ0 + α∇ · u+
1

N
(Pb − P 0

b ), (5.1)

where the superscript “0”denotes the reference state, u the displacement of the rock, α the Biot–Wills
parameters and N−1 the undrained compressibility solely associated with the solid grains given by

α = 1− K

Ks
and

1

N
=
α− φ0

Ks
, (5.2)

with K and Ks the bulk modulus of the matrix and grains respectively. Given the fractions of organic
and inorganic matters and porosities, the dependence the poroelastic parameters on (TOC, φn, ϕP ) can
be computed by invoking the self–consistent approach [3]. Thus, assuming that the time evolution of
φ(t) due to geomechanical effects is mainly dictated by ϕP (t) we have

∂

∂t
(Rg(Pb)Pb) +∇ · J b = 0 in Ωs × (0, T ), (5.3)

with Rg given in (2.18) with transient ϕP (t) ≈ φ(t) governed by (5.1). The above result together with
(2.18) and (5.1) govern the hydrodynamics.

The aforementioned mass balance can be combined with the classical Biot formulation of the effective
stress principle given by

∇ · σT = 0
σT = σE − αPbI ,
σE = CE(u) ,

E(u) =
1

2

(
∇u+∇tu

)
,

(5.4)

where σT the overall stress tensor, σE and E(u) the effective stress and strain tensors andC the macro-
scopic elastic modulus. To summarize we need to solve the fully coupled system composed of (5.3) –
(5.4) together with (2.18) and (5.1).

The above approach consists of a first step towards the construction of a coupled hydro-mechanical
model in the shale matrix. Following the guidelines of our earlier work [28, 29] the coupling with
flow and deformation in the hydraulic fractures can be pursued within the context of the DFM (discrete
fracture model) where the fracture network is treated in a discrete fashion playing the role of interface
conditions for flow in the matrix. Alternative more denser networks of natural fractures can also be
incorporated in the current framework by exploring the double porosity models for deformable media
discussed in [6, 9, 10, 37].

6. CONCLUSION

In this paper we developed a new adjoint–based optimization procedure seated on a new model of
methane withdrawal in shale gas reservoirs. A preliminary version of the forward model was constructed
seated on a time–scale assumption of fast flow in the network of hydraulic fractures compared to the ma-
trix. In this scenario a new nonlinear pressure equation was constructed where constitutive laws for the
effective parameters (retardation coefficient and hydraulic conductivity) were developed strongly corre-
lated with microstructure response. A new constitutive law for the retardation coefficient parametrized by
the TOC provided new insight into the local physics of the problem which is transferred to the subsequent
optimization procedure. In this context we pursued to minimize a family of cost functions parametrized
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by a power law exponent β which reproduces degenerated cases of cumulative gas production and an
energy-based function for extreme values of β. In addition, weight functions in time were also included
in the objective function to incorporate corrections due to variable cash–flow and discount rates leading
to a different characterization based on the net present value. A new adjoint problem was constructed
to compute the sensitivity of the objective function with perturbations in the control variable given by
the pressure (or density) in the well/fracture. Numerical results illustrated the optimal controlled density
decline trajectories in time. By identifying the objective function with a NPV–based function remarkable
alternative smoother decline paths in time were constructed showing improvement in profits consider-
ing input data extracted from Marcellus and Barnett formations. To the authors best knowledge the
framework proposal herein is a first attempt towards the construction of a robust optimization framework
for gas flow in low permeable shale formations. Subsequent developments will focus on the coupled
matrix/fracture hydrodynamics with fractures treated as lower (n− 1)–dimensional objects.
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APPENDIX A. DEPENDENCE OF THE RETARDATION COEFFICIENT ON TOC

In what follows we develop a direct relation between the volume fractions ϕk and TOC. Denoting
MK and MI the mass of the kerogen and inorganic matter, ρK and ρI the corresponding densities we
have by definition

ρK :=
MK

V s
K

, ρI :=
MI

VI
, (A.1)

where V s
K and VI are the volumes occupied by the solid within the organic aggregates and the inert

inorganic matter respectively. The total organic carbon TOC is defined by

TOC :=
MK

MK +MI
(A.2)
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Thus denoting VP and VK the volume occupied by the interparticle pores and the kerogen aggregates
with VT = VP + VK + VI we have

ϕP :=
VP
VT

, ϕK :=
VK
VT

and ϕI :=
VI
VT
, (A.3)

where ϕP , ϕK ϕI are the volume fractions of the interparticle pores, kerogen aggregates and inorganic
matter, respectively. We then have

1− ϕI = 1− VI
VT

= 1−
(

VI
VI + VK

)(
VI + VK
VT

)
= 1−

(
VI

VI + VK

)(
VT − VP
VT

)
=

= 1−
(

VI
VI + VK

)
(1− ϕP ) = 1−

(
1− VK

VI + VK

)
(1− ϕP ) = 1− (1− φoS) (1− ϕP ) , (A.4)

where φoS the volume fraction of the organic matter in the solid phase given by

φoS :=
VK

VI + VK
=

1

1 +
VI
VK

=
1

1 +
VIV

s
K

VKV s
K

. (A.5)

Moreover, the intrakerogen aggregates nanoporosity φN is defined in the form

φN :=
VK − V s

K

VK
⇔ 1− φN =

V s
K

VK
. (A.6)

Combining the expressions (A.5) and (A.6) we have

φoS =
1

1 + (1− φN )
VI
V s
K

. (A.7)

Also, from the expressions (A.1) we obtain

VI
V s
K

=
ρKMI

ρIMK
and

MI

MK
=

1− MI

MI +MK

MK

MI +MK

=
1− TOC
TOC

. (A.8)

Replacing (A.8) in (A.7) gives

φoS =
1

1 +
ρK(1− TOC)

ρITOC
(1− φN )

.

Finally, replacing the above expression in (A.4) we obtain the dependence for the volume fractions of
the kerogen aggregates on the TOC in the form

ϕK = 1− ϕP − ϕI =
1− ϕP

1 +
ρK(1− TOC)

ρITOC
(1− φn)

. (A.9)
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