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Abstract. In this work a new method for obstacles reconstruction from partial boundary measurements is
proposed. For a given boundary excitation, we want to determine the quantity, locations and sizes of a number of
holes embedded within a geometrical domain, from partial boundary measurements related to such an excitation.
The resulting inverse problem is written in the form of an ill-posed and over-determined boundary value problem.
The idea therefore is to rewrite it as an optimization problem where a shape functional measuring the misfit
between the boundary measurement and the solution to an auxiliary boundary value problem is minimized
with respect to a set of ball-shaped holes. The topological derivative concept is used for solving the associated
topology optimization problem, leading to a second-order reconstruction algorithm. The resulting algorithm
is non-iterative – and thus very robust with respect to noisy data – and also free of initial guess. Finally,
some numerical results are presented in order to demonstrate the effectiveness of the proposed reconstruction
algorithm.

1. Introduction

Inverse problems associated with anomalies detec-
tion such as cracks, cavities or inclusions have been
subject of intense research over the last decades. As a
result of the continuous research efforts in this direc-
tion a wide body of literature is currently available on
these topics, namely: crack identification (Alves and
Ha-Duong, 1999; Andrieux et al., 1999; Kress, 1996;
Nishimura and Kobayashi, 1994), inverse scattering
(Colton et al., 2003; Colton and Kirsch, 1996; Kress,
1995; Feijóo et al., 2004; Guzina and Bonnet, 2004),
obstacle reconstruction (Alvarez et al., 2005; Caubet
and Dambrine, 2012; Litman, 2005), inverse poten-
tial problem (Isakov, 1990; Leitão and Baumeister,
2005; Prilepko, 1974), for instance.

Among the methods dealing with inverse recon-
struction problems available in the literature we high-
light the level-set method and the methods based on
asymptotic expansions. The level-set method used
for example by Burger (2001); Doel et al. (2010);
Dorn and Lesselier (2006) can be seen as a first-
order iterative method, whose solution is usually
dependent on the initial guess associated with the
level-set initialization. The asymptotic analysis is
often used to describe asymptotic behavior of solu-
tions to boundary value problems. Thus, an impor-
tant class of methods are based on asymptotic ex-
pansions (Ammari and Kang, 2004; Capdeboscq and
Vogelius, 2003a,b; Cedio-Fengya et al., 1998; Liepa
et al., 1993). More recently, the topological deriv-
ative concept (Sokołowski and Żochowski, 1999) has
been proved to be useful in the solution of a wide class
of reconstruction inverse problems. See, for instance

the papers by Amstutz and Dominguez (2008); Am-
stutz et al. (2005); Bonnet (2006); Carpio and Rapún
(2008); Dominguez et al. (2005); Guzina and Bonnet
(2006); Guzina and Chikichev (2007). The topologi-
cal derivative also leads to first-order iterative meth-
ods, but in contrast to the level-set methods, they are
free of initial guess. In addition, the notion of second
order topological derivative (de Faria and Novotny,
2009) has been used to devise a class of second order
non-iterative methods (Bonnet, 2009; Canelas et al.,
2014, 2015; Hintermüller et al., 2012).

Following the original ideas presented by de Faria
and Novotny (2009), in this paper a new method for
solving an inverse obstacle reconstruction problem
from partial boundary measurements is proposed. In
particular, for a given boundary excitation, we want
to determine the quantity, locations and sizes of a
number of holes embedded within a geometrical do-
main, from partial boundary measurements related
to such an excitation. The resulting inverse prob-
lem is written in the form of an ill-posed and over-
determined boundary value problem. The idea there-
fore is to rewrite it as an optimization problem where
a shape functional measuring the misfit between the
boundary measurement and the solution to an aux-
iliary boundary value problem is minimized with re-
spect to a set of ball-shaped holes. The second order
topological derivative concept is used for solving the
associated topology optimization problem, leading to
a second-order reconstruction algorithm. In particu-
lar, we recover a term which is frequently disregarded
in the literature and show that it is actually crucial
for solving the inverse problem we are dealing with.
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In contrast to existing approaches, the resulting al-
gorithm is non-iterative - and thus very robust with
respect to noisy data - and also free of initial guess.
Finally, some numerical results are presented in or-
der to demonstrate the effectiveness of the proposed
reconstruction algorithm.

The paper is organized as follows. In Section 2 the
inverse model problem we are dealing with is stated,
which is rewritten in the form of a topology optimiza-
tion problem. The associated topological asymptotic
analysis is developed in all details in Section 3, were
the resulting reconstruction algorithm is devised. In
Section 4, some numerical experiments are presented
in order to show the effectiveness and robustness of
the reconstruction algorithm. Finally, the paper ends
with some concluding remarks and new perspectives
in Section 5.

2. Problem Formulation

Let D ⊂ R2 be an open and bounded domain with
smooth boundary Γm. We introduce a subset Ω of D
such that Ω = D \ ω0, with ω0 b D. The boundary
of Ω is split into two disjoints boundaries Γm and
Γ0, where Γ0 is used to denote the boundary of the
hole ω0. Let us consider the domain Ω∗ = Ω \ ω∗,
where ω∗ b Ω represents a number N∗ ∈ N of un-
known holes (obstacles) within Ω∗. The boundary
of Ω∗ is split into three disjoints subsets Γm, Γ0 and
∂ω∗, where ∂ω∗ is used to denote the boundaries of
the N∗ obstacles ω∗. See sketch in Fig. 1. The in-
verse problem we are dealing with consists in finding
ω∗ such that the following over-determined boundary
value problem is satisfied:


∆u = 0 in Ω∗,
u = 0 on Γ0,
u = 0 on ∂ω∗,
u

−∂nu
=
=

U
Q

}
on Γm,

(2.1)

where U and Q are the Cauchy data on Γm. We as-
sume that the flux Q is imposed while the potential
U is written.

(a) domain without obstacles

(b) domain with obstacles

Figure 1. Domains Ω e Ω∗.

Since the inverse problem (2.1) is written in the
form of an ill-posed and over-determined boundary
value problem, the idea is to rewrite it as a topology
optimization problem, namely

Minimize
Ω⊂D

ψ(Ω) =
M∑
k=1

∫
Γm

(uk0 − Uk)2, (2.2)

whereM is the number of partial boundary measure-
ments. Some terms in the above minimization prob-
lem require explanation. The shape functional ψ(Ω)
measures the misfit between each boundary measure-
ment Uk and the trace on Γm of the solution to the
following auxiliary boundary value problem depend-
ing on the boundary data Qk

∆uk0 = 0 in Ω,
uk0 = 0 on Γ0,

−∂nuk0 = Qk on Γm,
(2.3)

where uk0 = uk0(Ω). Note that over the solution to
the inverse problem (2.1), namely Ω = Ω∗, the shape
functional ψ(Ω∗) is minimized according to the topol-
ogy optimization problem (2.2). See, for instance, the
paper by Kohn and Vogelius (1984).

3. Topological Asymptotic Analysis

The topological derivative concept is used to solve
problem (2.2), which has been specifically designed
to deal with such a topology optimization problem
(Novotny and Sokołowski, 2013). The idea is to
perform the topological asymptotic analysis of the
shape functional ψ(Ω) with respect to the inser-
tion of a number N ≥ N∗ of infinitesimal holes
in the domain Ω. Therefore, let us introduce the
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topologically perturbed counterpart of Ω given by
Ωε = Ω\

⋃N
i=1Bεi , with Bεi∩Bεj = ∅ for i 6= j, where

Bεi = B(xi, εi) b Ω is a ball of center at xi ∈ Ω and
radius εi. The shape functional associated with the
topologically perturbed domain Ωε is written as

ψ(Ωε) =

M∑
k=1

∫
Γm

(ukε − Uk)2, (3.1)

with ukε = ukε(Ωε) solution to the following perturbed
boundary value problem

∆ukε = 0 in Ωε,
ukε = 0 on Γ0,

−∂nukε = Qk on Γm,

ukε = 0 on
⋃N
i=1 ∂Bεi ,

(3.2)

where ε = {ε1, ε2, . . . , εN} ∈ RN+ .

3.1. Asymptotic Analysis of the Solution. The
perturbed shape functional ψ(Ωε) given by (3.1) de-
pends on the small parameter ε through the solution
ukε of (3.2). Therefore, following the original ideas
developed in the book by Mazya et al. (2000), we
start by considering the following ansätz for the ex-
pansion of ukε with respect to ε (see also Kozlov et al.
(1999)),

ukε(x) = uk0(x) +

N∑
j=1

ϕkεj (x) + ũkε(x), x ∈ Ωε, (3.3)

with ϕkεj (x) = αkj (εj)Gj(x), where Gj(x) is the as-
sociated Green’s function, solution of the following
boundary value problem −∆Gj = δj in Ω,

∂nGj = 0 on Γm,
Gj = 0 on Γ0,

(3.4)

where δj := δ(x−xj), with δ used to denote the Dirac
delta distribution. In the neighborhood of xj ∈ Ω,
function Gj admits the following representation

Gj(x) = φj(x)− gj(x), (3.5)

where φj(x) = (2π)−1 ln ‖x− xj‖ is the fundamental
solution for the Laplacian into two spacial dimen-
sions and gj(x) is the regular part of the Green’s
function, solution of the following auxiliary bound-
ary value problem ∆gj = 0 in Ω,

∂ngj = ∂nφj on Γm,
gj = φj on Γ0.

(3.6)

Remark 1. Note that gj(x) = gj(x;xj), because
φj(x) = φj(x;xj) depends on the point xj where the
hole is nucleated. It means that function gj(x) de-
pends on xj, this implies that the complexity order
associated with the computation of all gj becomes very
high. However, we will show through some numerical

experiments that this term is crucial for solving the
topology optimization problem (2.2) or equivalently
the inverse problem (2.1). Since the term gj(x) is fre-
quently disregarded in the literature, then the study of
its role in the reconstruction of the hidden obstacles
ω∗ from partial boundary measurement can be seen
as the main theoretical contribution of this paper.

Let us expand uk0(x) and gj(x) in Taylor’s series
around the point xi, which allows to rewrite (3.3) as
follows

ukε(x) = uk0(xi) +∇uk0(yi) · (x− xi)

+

N∑
j=1

αkj (εj) (φj(x)− gj(xi)−∇gj(zi) · (x− xi))

+ ũkε(x), (3.7)

where yi and zi are intermediate points between x
and xi. On the boundary of the hole ∂Bεi we have
ukε = 0 and x = xi−εini, where ni is the unit normal
vector pointing toward the center of the circular hole
Bεi . Thus the expansion for ukε , evaluated on ∂Bεi ,
leads to

ukε(x)|∂Bεi
= −εi∇uk0(yi) · ni + εiα

k
i (εi)∇gi(zi) · ni

−
N∑
j=1
j 6=i

αkj (εj)

(
1

2π
ln ‖xi − xj‖+ gj(xi)

)
+ uk0(xi)

−
N∑
j=1
j 6=i

αkj (εj) (ε̃i∇φj(xi, xj) + εi∇gj(zi)) · ni

− αki (εi)
(

1

2π
ln εi + gi(xi)

)
+ ũkε(x) = 0, (3.8)

with 0 < ε̃i < εi. We can choose ũkε on ∂Bεi , such
that

ũkε(x)|∂Bεi
= εi∇uk0(yi)·ni−εiαki (εi)∇gi(zi)·ni

+

N∑
j=1
j 6=i

αkj (εj) (ε̃i∇φj(xi, xj) + εi∇gj(zi)) · ni. (3.9)

Consequently, αki (εi) is solution to the following al-
gebraic equation

uk0(xi)− αki (εi)
(

1

2π
ln εi + gi(xi)

)
−

N∑
j=1
j 6=i

αkj (εj)

(
1

2π
ln ‖xi − xj‖+ gj(xi)

)
= 0.

(3.10)

Finally, the remainder ũkε is constructed such that
it compensates for the discrepancies introduced by
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the Taylor’s expansions of uk(x), gj(x) and φj(x).
Therefore, ũkε must satisfy the following boundary
value problem

∆ũkε = 0 in Ωε,
ũkε = 0 on Γ0,

∂nũ
k
ε = 0 on Γm,

ũkε = hi on
⋃N
i=1 ∂Bεi ,

(3.11)

with function hi defined as

hi = εi(∇uk0(yi)− αki (εi)∇gi(zi)) · ni

−
N∑
j=1
j 6=i

αkj (εj) (ε̃i∇φj(xi, xj) + εi∇gj(zi)) · ni.

(3.12)

3.2. Asymptotic Analysis of the Shape Func-
tional. Now, we have all elements to evaluate the
shape functional ψ(Ωε) explicitly. In fact, after in-
troducing the ansätz (3.3) into (3.1), we have the
following important result:

ψ(Ωε) =

M∑
k=1

∫
Γm

(uk0 − Uk)2 +

M∑
k=1

Ek(ε)

+ 2
M∑
k=1

∫
Γm

(uk0 − Uk)
N∑
j=1

αkj (εj)Gj

+

M∑
k=1

∫
Γm

 N∑
j=1

αkj (εj)Gj

2

(3.13)

with the remainder

Ek(ε) = 2

∫
Γm

(uk0 − Uk)ũkε

+ 2

∫
Γm

ũkε

N∑
j=1

ϕkεj +

∫
Γm

(ũkε)
2. (3.14)

Before proceeding, let us consider the particular
case associated with just one hole and one bound-
ary measurement. By setting M = 1 and N = 1 in
(3.13), there is

ψ(Ωε) = ψ(Ω) + 2α(ε)

∫
Γm

(u0 − U)G+ E(ε), (3.15)

with the remainder redefined as

E(ε) = 2

∫
Γm

(u0 − U)ũε +

∫
Γm

(ϕε + ũε)
2 , (3.16)

where, for the sake of simplicity, the supra and sub
indexes have been suppressed. After truncating the
above expansion, we can define the following quan-
tity

Φ(Ωε) = 2α(ε)

∫
Γm

(u0 − U)G, (3.17)

where α(ε) comes out from the solution to the alge-
braic equation (3.10), namely

α(ε) =
2πu0(x̂)

ln ε+ 2πg(x̂)
, (3.18)

with x̂ used to denote the center of the ball Bε =
B(x̂, ε). In order to avoid the calculation of g for
every point x̂ of Ω, the following simplification is fre-
quently adopted

α(ε) ' 2πu0(x̂)

ln ε
. (3.19)

See, for instance, Guillaume and Idris (2002). There-
fore

Φ(Ωε) '
4πu0(x̂)

ln ε

∫
Γm

(u0 − U)G. (3.20)

Since (3.20) depends on the point x̂ through the func-
tion G, let us introduce an adjoint state v0 solution
to the following auxiliary variational problem Find v0 ∈ V, such that∫

Ω
∇v0 · ∇η = −2

∫
Γm

(u0 − U)η, ∀η ∈ V.

(3.21)
The space V is defined as

V = {ϕ ∈ H1(Ω);ϕ|Γ0
= 0}. (3.22)

By setting η = G in (3.21), we obtain∫
Ω
∇v0 · ∇G = −2

∫
Γm

(u0 − U)G. (3.23)

From the Green’s identity it follows that∫
∂Ω

(∂nG)v0 −
∫

Ω
(∆G)v0 = −2

∫
Γm

(u0 − U)G.

(3.24)
Since −∆G(x) = δ(x−x̂), ∂nG = 0 on Γm and v0 = 0
on Γ0 we conclude that

−2

∫
Γm

(u0 − U)G =

∫
Ω
δ(x− x̂)v0 = v0(x̂). (3.25)

In view of (3.20) and (3.25) we get

Φ(Ωε) ' −
2π

ln ε
u0(x̂)v0(x̂). (3.26)

The quantity

DTψ(x̂) = u0(x̂)v0(x̂), (3.27)

is the so-called topological derivative of the shape
functional ψ(Ω) at the point x̂ ∈ Ω and the func-
tion f(ε) = −2π(ln ε)−1 represents the asymptotic
rate of ψ(Ωε) with respect to the small parameter
ε. Unfortunately, the (first order) topological deriva-
tive given by (3.27) leads to unsatisfactory results for
the solution to the optimization problem (2.2). In-
deed, let us consider the target domain shown in Fig.
2(a), where we are going to reconstruct the small hole
ω∗ that appears on the top-right of the figure. After
evaluating the topological derivative according to the
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formula (3.27) over the domain Ω without the small
hole, we obtain the result shown in Fig. 2(b). Note
that the (first order) topological derivative doesn’t
give any information concerning the location and size
of the target ω∗. This fact has also been observed by
Hintermuller and Laurain (2008) in the context of
electrical impedance tomography problem. See also
(Novotny and Sokołowski, 2013, Ch. 4.1.5, pp. 106–
109), where some examples with analytical solutions
are presented.

(a) target domain (b) topological derivative

Figure 2. Target domain Ω∗ and
topological derivative DTψ evaluated
over Ω.

However, we will show later that the higher order
topological derivative together with the solution of
(3.6) are important correction factors of the topolog-
ical asymptotic expansion, leading to the solution of
the inverse problem we are dealing with.

3.3. Reconstruction Algorithm. Let us truncate
the expansion (3.13) by disregarding the remainder
terms. After rearranging the obtained result, we de-
fine the following quantity

Ψ(Ωε) =

M∑
k=1

N∑
j=1

∫
Γm

(uk0 − Uk)αkj (εj)Gj

+
1

2

M∑
k=1

∫
Γm

 N∑
j=1

αkj (εj)Gj

2

. (3.28)

Let us introduce the matrix H ∈ RN×N and the vec-
tor d ∈ RN , whose entries are respectively defined
as:

Hij :=
1

2

∫
Γm

GiGj and dki := −
∫

Γm

(uk0 − Uk)Gi.

(3.29)
From these elements, we can introduce the following
function

Λ(α) = −
M∑
k=1

[
αk · dk − 1

2
Hαk · αk

]
, (3.30)

where αk = (αk1 , α
k
2 , . . . , α

k
N ), α = (α1, α2, . . . , αM )

and Λ(α) ≡ Ψ(Ωε). Since Gi and Gj are linearly
independent for i 6= j, the matrix H is positive defi-
nite. Therefore, the function (3.30) is strictly convex
with respect to the variable αk, so that there exists
a unique global minimum of Λ(α) denoted by α?. In
fact, let us minimize Λ(α) with respect to αk, leading
to the following optimality condition:

〈DαΛ(α), β〉 = −dk ·β+Hαk ·β = 0 ∀β, ∀k. (3.31)
Whence we conclude that

Hαk = dk. (3.32)

If αk is solution of the (3.32) then it becomes a func-
tion of ξ = (x1, x2, . . . , xN ), that is, αk = αk(ξ). Let
us comeback to (3.30) in order to obtain

Λ(α(ξ)) = −1

2

M∑
k=1

αk(ξ) · dk. (3.33)

The optimal locations, denoted by x?, are obtained
by seeking the points that provide the lowest values
for Λ(α(ξ)), namely

x? = arg min
ξ∈X

Λ(α(ξ)), (3.34)

where X is the set of admissible locations. Finally,
the optimal α is simply given by α? = α(x?).

In order to summarize the calculations presented
in this section we introduce now the resulting recon-
struction algorithm. Let us consider only one bound-
ary measurement, M = 1 (k = 1). The extension for
several measurements is not trivial and will be dis-
cussed later. The input of the algorithm are listed
below:

• The quantity N of obstacles to be recon-
structed;
• The vector d1 ∈ RN and the matrix H ∈
RN×N , whose entries are given by (3.29).
• The number of points np on which the sys-
tems (3.32) are solved.

The associated output of the reconstruction algo-
rithm is the pair (x?, α?), where x? represents the
optimal locations and α? can be used to obtain the
optimal sizes ε? of the hidden holes by solving the
algebraic equation (3.10). In particular, let us define
from (3.10) the quantity

εi(α
1, ξ,N) = exp

{
− 2π

α1
i

[α1
i gi(xi)− u0(xi)

+
N∑
j=1
j 6=i

α1
j

(
1

2π
ln ‖xi − xj‖+ gj(xi)

)]}
.

(3.35)

The reconstruction process written in a pseudo-code
format is shown in Algorithm 1.
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Algorithm 1: Reconstruction Algorithm for
M = 1 (k = 1).
Data: np, N , d1

i (xi), Hij(xi)
Result: Λ?, α?, x?, ε?

1 Λ? ←∞; α? ← 0; x? ← 0;
2 for i1 ← 1, np do
3 for i2 ← i1 + 1, np do

...
4 for inp ← inp−1 + 1, np do
5 d1 ←

(
d1

1(x1), d1
2(x2), . . . , d1

N (xN )
)>;

6 H ←


H11(x1) · · · H1N (xN )
H21(x1) · · · H2N (xN )

...
. . .

...
HN1(x1) · · · HNN (xN )

;
7 α1 ← H−1d1; Λ← −1

2
d1 · α1;

8 if Λ < Λ? then
9 Λ? ← Λ;

10 α? ← α1;

11 x? ← ξ;
12 end if
13 end for
14 end for
15 end for
16 ε? ← εi(α?, x?, N);

17 return Λ?, α?, x?, ε?.

The complexity order of Algorithm 1 has been
analysed by Machado et al. (2016), where a multi-
grid strategy has been proposed, which allows for
dealing with a high number N of hidden anomalies.

4. Numerical Results

In this section some numerical results are pre-
sented in order to demonstrate the effectiveness of
the proposed reconstruction Algorithm 1. In the nu-
merical examples the domain Ω is given by a circle
centered at (0, 0) and with unit radius. In addition,
Ω has a hole ω0 centered at (−0.5, 0) and with radius
0.3. See Fig. 3.

Figure 3. Domain Ω.

The target domain Ω∗ is given by Ω \ ω∗, where
ω∗ =

⋃N
l=1 ω

∗
l represents the hidden set of obstacles

within the domain Ω∗. We want to reconstruct the
set ω∗ from partial boundary measurement on the
boundary Γm. Therefore, the idea is to exciting the
body Ω∗ with a set of given fluxes Qk, k = 1, ..,M ,
and measure the associated potentials Uk on Γm.
Then, the same set of fluxes Qk is applied to the
body Ω, allowing for computing uk0 solution of prob-
lem (2.3). From Uk and uk0, the minimization prob-
lem (2.2) is solved with help of the reconstruction
Algorithm 1. The synthetic set of boundary mea-
surements Uk is obtained from the trace on Γm of
the solution to the following boundary value prob-
lem depending on the set of boundary data Qk

∆uk = 0 in Ω∗ = Ω \ ω∗,
uk = 0 on Γ0,
uk = 0 on ∂ω∗,

−∂nuk = Qk on Γm.

(4.1)

The above problem (4.1) and the auxiliaries
boundary value problems (2.3) and (3.6) are solved
using the Finite Element Method. The domains Ω∗

and Ω are discretized with three-node finite elements.
The mesh is generated from the Delaunay triangu-
lation algorithm. The functions uk0, Uk and gj are
computed over this mesh. From these functions the
systems (3.32) can be numerically solved at any point
of the mesh. Finally, the combinatorial search (3.34)
is performed, leading to the optimal solution (x?, ε?).
Therefore, we define a sub-mesh of the original mesh
where (3.32) and (3.34) are evaluated. This sub-
mesh is chosen in order to have a good compromise
between resolution and computational cost (Canelas
et al., 2014). In the following numerical experiments
the target ω∗ is represented by red lines, while the
reconstruction result is represented by blue lines. In
all examples we consider only one boundary measure-
ment (k = 1) denoted by U obtained from a constant
boundary excitation Q = 1, except in the last ex-
ample where additional boundary measurements are
considered.

4.1. Example 1. In this first example, we consider
the sensitivity of the reconstruction algorithm with
respect to the sub-mesh. Let us consider the domain
Ω∗ shown in Fig. 4, which presents a circular obstacle
ω∗ located at the point x∗ = (0.4, 0.4) and with ra-
dius ε∗ = 0.1. We start with a sub-mesh of 197 points
uniformly distributed within Ω. Then this sub-mesh
is uniformly refined twice, leading respectively to 734
and 2828 points. The results associated with each
discretization are respectively shown in Figs. 5(a),
5(b) and 5(c). Finally, the last result shown in Fig.
5(d) is also obtained with 734 points, but with one
of them coinciding with the center x∗ = (0.4, 0.4).
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From an inspection of the results presented in Fig.
5, we observe that the more the sub-mesh is refined
the better is the reconstruction. Of course, the best
result is obtained when x∗ belongs to the sub-mesh.
For a quantitative analysis of the results obtained, see
Table 1. See also the convergence curves for ‖x∗−x?‖
and |ε∗ − ε?| in Fig. 6.

Figure 4. Example 1: Target Ω∗.

(a) 197 points (b) 734 points

(c) 2828 points (d) 734 points∗

Figure 5. Example 1: Results ob-
tained for different sub-meshes. ∗In
(d) the center of the obstacle coin-
cides with one of the sub-mesh points.

Table 1. Example 1: Results ob-
tained for different sub-meshes.

Points x? ε?
197 (0.433, 0.433) 0.089
734 (0.450, 0.400) 0.088
2828 (0.425, 0.400) 0.101
∗734 (0.400, 0.400) 0.106

Figure 6. Example 1: Convergence curves.

In all further examples the sub-mesh is generated
first. Then it is uniformly refined twice by dividing
each original element into four new elements in each
step of the mesh refinement. Finally, the resulting
finer mesh is used to discretize Ω∗ and Ω. In order
to show different features of the reconstruction Algo-
rithm 1, from now on we assume that the center of
each obstacle to be reconstructed coincides with one
point of the sub-mesh.

4.2. Example 2. Now the synthetic boundary mea-
surement U is corrupted with White Gaussian Noise
(WGN), denoted by µ. The idea is to verify the ro-
bustness of the reconstruction Algorithm 1 with re-
spect to noisy data. The target domain Ω∗ has three
hidden circular obstacles, ω∗1, ω∗2 and ω∗3, as shown
in Fig. 7. The center as well as the radius of each
obstacle is shown in Table 2. The level of noise is set
as µ ∈ {0%, 1%, 5%, 10%}. The result obtained as-
sociated with each level of noise is presented in Fig.
8. For a quantitative comparison of the results for
µ = 0%, 1%, 5% and 10% see Tables 3 and 4. As
expected, the higher is the level of noise the worst is
the reconstruction. In any case, the reconstruction
can be considered satisfactory even for a high level
of noise.

Figure 7. Example 2: Target Ω∗.
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Table 2. Example 2: Location and
sizes of the obstacles.

ω∗1 ω∗2 ω∗3
x∗ (0.400, 0.400) (0.400,−0.400) (−0.400, 0.600)
ε∗ 0.100 0.050 0.150

(a) µ = 0% (b) µ = 1%

(c) µ = 5% (d) µ = 10%

Figure 8. Example 2: Results ob-
tained for different values of noise µ.

Table 3. Example 2. Result for
WGN µ = 0% and 1%

Different values of noise µ
0% 1%

ω∗1
x? (0.423, 0.415) (0.423, 0.415)
ε? 0.096 0.095

ω∗2
x? (0.400,−0.400) (0.418,−0.418)
ε? 0.061 0.049

ω∗3
x? (−0.411, 0.648) (−0.411, 0.648)
ε? 0.136 0.135

Table 4. Example 2. Result for
WGN µ = 5% and 10%

Different values of noise µ
5% 10%

ω∗1
x? (0.411, 0.394) (0.423, 0.415)
ε? 0.105 0.086

ω∗2
x? (0.435,−0.435) (0.451,−0.436)
ε? 0.035 0.029

ω∗3
x? (−0.411, 0.648) (−0.414, 0.683)
ε? 0.135 0.131

4.3. Example 3. In this numerical experiment we
want to seek for the number N∗ of unknown ob-
stacles. The target domain Ω∗ is shown in Fig.
9(a), which has two obstacles ω∗1 and ω∗2 respec-
tively located at the points x∗1 = (0.6,−0.6) and
x∗2 = (−0.2, 0.8) with radii ε∗1 = ε∗2 = 0.1. We start
the reconstruction Algorithm 1 by setting N = 1.
Then, the number N is increased until finding a trial
ball of negligible size, allowing for infer that the op-
timal number of obstacles is given by N? = N − 1.
The results are shown in Figs. 9(b), 9(c) and 9(d).
For N = 1 the solution is clearly far from the target
(Fig. 9(b)). For N = 2 the locations and radii are
satisfactorily reconstructed (Fig. 9(c)). Finally, for
N = 3 there is an additional trial ball with negligible
size, namely 5× 10−6 (Fig. 9(d)). Therefore, we can
infer that the optimal solution is the one shown in
Fig. 9(c), where N? = 2. Note that such a proce-
dure is non-iterative, since the solutions for different
number of trial balls N are completely independent
of each other. In addition, we can start the Algo-
rithm 1 based on the assumption that there exists
N > N∗ and find a number (N − N?) of trial balls
with negligible sizes in just one shot.

(a) target (b) N = 1

(c) N = 2 (d) N = 3

Figure 9. Example 3: Target Ω∗

and results obtained for different
number of trial balls.

4.4. Example 4. Let us consider the reconstruc-
tion of arbitrary shaped obstacles. In particular,
the target domain Ω∗ shown in Fig. 10(a) has two
obstacles, where ω∗1 is a square and ω∗2 is a tri-
angle. Their respective barycenters are located at
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x∗1 = (0.400,−0.400) and x∗2 = (0.490, 0.270), while
the associated areas are given by A∗1 = 0.04 and
A∗2 = 0.03. The idea is to approximate the obsta-
cles by a number of trial balls. The result obtained
is shown in Fig. 10(b). The quantitative results can
be seen in Table 5, where both the barycenters and
areas are well reconstructed.

(a) target (b) result

Figure 10. Example 4: Target Ω∗

and result obtained.

Table 5. Example 4: Location x?
and areas A? of the obstacles.

ω∗1 ω∗2
x? (0.400,−0.400) (0.490, 0.270)
A? 0.057 0.048

4.5. Example 5. In this last numerical experiment
the target domain Ω∗ has three hidden circular obsta-
cles, ω∗1, ω∗2 and ω∗3, as shown in Fig. 11, with radii
ε∗1 = ε∗2 = ε∗3 = 0.1 and centers at x∗1 = (0.2, 0.4),
x∗2 = (0.2,−0.4) and x∗3 = (0.75, 0). The result ob-
tained is shown in Fig. 12(a). We note that in this
case the reconstruction Algorithm 1 fails.

Figure 11. Example 5: Target Ω∗.

In order to improve the result, let us add more
boundary measurements. In particular, we consider
a set of five boundary excitations on Γm given by
Q1 = 1, Q2 = x, Q3 = y, Q4 = (x + y)/

√
2 and

Q5 = (x − y)/
√

2. Then, the target Ω∗ is recon-
structed again with help of five associated boundary

measurements on Γm, namely U1, U2, U3, U4 and
U5. In the case of more than one boundary mea-
surement the reconstruction Algorithm 1 returns the
optimal locations x? and optimal α?. From x? and α?
we can obtain the optimal radii ε? by solving equa-
tion (3.10). This is actually trivial for M = 1, lead-
ing to (3.35). However, for M > 1 the constraint
(3.10) leads to a system of non-linear algebraic equa-
tions, which cannot be solved explicitly. Therefore,
in order to avoid such a difficulty, we start by finding
the optimal centers x? using all available information,
namely M = 5. Then, for fixed x?, we compute the
optimal radii ε? from (3.35) by taking into account
just one boundary measurement M = 1, namely U1.
The result obtained from this procedure is shown in
Fig. 12(b), where the reconstruction is quite good.

(a) M = 1 (b) M = 5

Figure 12. Example 5: Results ob-
tained for different number of partial
boundary measurements.

5. Conclusions

In this paper a new method for solving an inverse
obstacle reconstruction problem from partial bound-
ary measurements has been proposed. In particular,
for a given boundary excitation, we have determined
the quantity, locations and sizes of a number of holes
embedded within a geometrical domain, from partial
boundary measurements related to such an excita-
tion. Since the associated inverse problem is writ-
ten in the form of an ill-posed and over-determined
boundary value problem, we have rewritten it as an
optimization problem where a shape functional mea-
suring the misfit between the boundary measurement
and the solution to an auxiliary boundary value prob-
lem has been minimized with respect to a set of ball-
shaped holes. The second order topological deriva-
tive concept was used for solving the resulting topol-
ogy optimization problem, leading to a non-iterative
second order reconstruction algorithm, which is very
robust with respect to noisy data and also free of ini-
tial guess. In particular, we have recovered a term
gj frequently disregarded in the literature, which has
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been shown to be crucial for solving the inverse prob-
lem we are dealing with. In addition, some numeri-
cal results were presented, showing the effectiveness
of proposed reconstruction algorithm. However, the
approximation of the solution by a finite number of
ball-shaped holes can be seen as a limitation of our
approach. On the other hand, the reconstruction ob-
tained may serve as an initial guess for other well-
established iterative methods (Leitão and Baumeis-
ter, 2005). Finally, the model problem here consid-
ered to introduce the ideas can be easily extended
to more realistic situations, like the one concern-
ing obstacles reconstruction in fluid flow problems
from partial boundary measurements (Alvarez et al.,
2005).
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