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Abstract. We present a novel multiscale formalism to characterize complex phenom-
ena in electromagnetic media featuring micro-structures. In contrast to the conventional
homogenisation approaches, the proposed model is based on the variational framework
given by the Method of Multiscale Virtual Power applied to Maxwell’s equations, which
ensures energetic consistency between the macro- and micro-scales. From a set of well-
defined minimal assumptions on the primal variables, the electromagnetic field and its
curl, the formulation yields not only the micro-cell problem to be solved but also the
homogenisation formulae of the dual entities, as well as the homogenisation of tangent
operators that characterize, for instance, the effective electric permittivity and mag-
netic permeability. The proposed multiscale model is not restricted to periodic media,
although it accounts for the periodicity assumption as a specific case. We apply the
method in different cases of interest that range from low-frequency to high-frequency
regimes to demonstrate the predictive and descriptive capabilities of the model in terms
of effective electromagnetic properties.

1. Introduction

In the past two decades, research in the field of electromagnetic metamaterials has been
attracting increasing interest, opening unprecedented avenues for both basic research and
applications. Investigation of micro-structured materials, specifically engineered to feature
desired electromagnetic properties permeates many research domains such as physics,
chemistry, material science, and engineering. These technological innovations encompass
the whole electromagnetic spectrum, from microwave to optical applications.

Applications of metamaterials usually aim at achieving unusual electromagnetic prop-
erties and functionalities such as optimised absorbers [43, 39], negative index and chi-
ral metamaterials [35, 26], tunable metasurfaces [1], and all-dielectric metamaterials for
nanophotonic applications [24]. Among the many technological applications, one can
mention the design of isolators and circulators through asymmetric transmission proper-
ties [32], and the use of plasmonic metamaterials for optical sensing [40, 41].

Traditionally, in the domain of metamaterials technological development and experi-
mental activities are unceasingly supplemented by numerical simulations [36, 16]. More-
over, modelling and simulation also offer the possibility of conceiving novel, designed
materials with desired properties, by engineering-reversing the micro-scale structure to
target a desired macro-scale behavior. It is important to emphasize that in this contri-
bution we refer to micro- and macro-scale as synonyms for small-scale and large-scale
phenomena. The numerical modelling of constitutive parameters in the presence of these
unusual, extreme scenarios is typically challenging.

In such a context, research in the field of scientific computing and applied mathematics
has approached the problem of building multiscale theories for Maxwell’s equations. The
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purpose of these theories is to upscale micro-scale wave phenomena and to properly char-
acterize the emergent electromagnetic properties of such micro-structured materials. Such
an approach to the constitutive modelling of electromagnetic media is promising since it
allows for a physically consistent characterisation, as it is based on the fundamental laws
of electromagnetism working on top of a certain arrangement of constituents within a
so-called micro-cell.

The development of multiscale models for electromagnetic phenomena presents a myr-
iad of approaches. Indeed, one of the landmark contributions has been put forward in [44]
which presents a two-scale convergence analysis to study the homogenisation of Maxwell’s
equations, under the hypothesis of long wavelengths compared to the characteristic length
of the micro-cell. A similar approach was used to study material tilings of quasi-crystals
with specific symmetry properties [13]. Using asymptotic analysis, in [5] the authors
studied the homogenisation of Maxwell’s equations for low and high-frequency regimes.
Also using two-scale convergence analysis, in [14] the authors derive the effective proper-
ties for a complex micro-cell arrangement in order to characterize materials with negative
permeability due to resonance phenomena. As alternative multiscale modelling, it can be
mentioned the use of the periodic unfolding method in [7] to obtain effective electromag-
netic properties in the low-frequency regime, and the use of an optimisation approach [38],
to characterize the effective properties based on pre-defined quantities of interest and for
simple micro-cell configurations.

Multiscale modelling aims at bringing into the effective properties at the macro-scale,
high-order phenomena retrieved from the micro-cell problem. In this sense, Ref. [17]
proposed, for the low-frequency regime, a high-order model where the magnetic and elec-
tric fields are functions of the magnetic induction and its spatial gradients, respectively,
and of the displacement field and its spatial gradients. This is in the spirit of high-order
continua pursued in [22], and more recently in [21].

Most of the previous studies employed the two-scale convergence framework of analysis
for multiscale modelling developed by [3, 29]. In turn, an alternative approach consists of
using the so-called Bloch wave expansion of the physical fields to characterize the spectral
behavior of the material [4]. One of the advantages is that this spectral approach allows
for going beyond the low-frequency regime, as it has been done in [27]. However, the char-
acterisation of effective properties such as electric permittivity and magnetic permeability
can only be performed under additional hypotheses regarding the frequency. Bloch wave
expansions were also used in [6] to propose a micro-cell problem-free strategy to charac-
terize the effective properties. Similarly, in [18] Bloch expansion is used to characterize
the spectral behavior of materials and also to obtain effective properties for very spe-
cific topological arrangements of the phases in the micro-cell. Bloch wave representation
was also employed in [2] to treat a composite made of a metamaterial with frequency-
dependent permittivity that exhibits resonant behavior, and this strategy is used to tune
frequency-dependent effective properties, leading to double negative metamaterials in cer-
tain frequency intervals. Using a spectral approach, in [34] it is derived a general numerical
approach to compute effective properties in arbitrary non-magnetic metamaterials, where
the effective electric permittivity is computed by solving an integro-differential equation.
Similarly, [20] investigated higher-order spatial phenomena and derived expressions for
the effective behavior of higher-order electric and magnetic tensors.

In the present contribution, we develop a novel multiscale characterisation of an elec-
tromagnetic continuum. This approach is based on the multiscale framework cast in
variational form reported in [9], called the Method of Multiscale Virtual Power (MMVP).
This method relies on (i) the concept of kinematic admissibility, whereby the macro-
and micro-scale primal fields are defined and linked in a physically meaningful way; (ii)
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the identification of primal-dual entity pairings (power-conjugates); and (iii) the Princi-
ple of Multiscale Virtual Power, which establishes the physical connection between the
macro and micro properties of the system. Importantly, this approach does not assume
scale separation, as the main goal is to characterize macro-scale dual entities through
the homogenisation of micro-scale phenomena in a physically consistent manner. This
means that one can apply the proposed model to all frequency regimes, regardless of the
composition of the micro-cell domain. Remarkably, while the homogenisation formulae
of the primal entities (electric field and magnetic field) are postulated a priori, the ho-
mogenisation formulae of the dual entities (displacement field and magnetizing field) are
obtained as a consequence of the Principle of Multiscale Virtual Power that governs the
power exchange across scales, together with the characterisation of the micro-cell prob-
lem. Therefore, effective properties also emerge as tangent operators, which also encode
the phenomena unfolding at the micro-cell level.

The MMVP has been successfully utilised in many areas of continuum mechanics, such
as the modelling of inertia and body forces in solid mechanics [19], failure mechanisms in
solids [37], thermoelasticity [8], second order continua [11], fluid mechanics [10], fibrous
tissues [30] and materials featuring truly arbitrary micro-structure [12]. This is the first
contribution to apply the MMVP in the realm of electromagnetism. The predictive and
descriptive capabilities of the homogenisation approach presented in this work are tested
on several cases of interest in order to validate it by comparison to established effective
electromagnetic media theories. For conciseness we restrict ourselves to non-magnetic
media and derive effective electromagnetic parameters in the following cases: (i) a low-
frequency regime, (ii) a high-frequency regime, and (iii) a situation where the percolation
phase transition occurs.

The manuscript is organised as follows. Section 2 presents the macro-scale model
problem. Section 3 details the concept of kinematical admissibility through the primal
homogenisation postulates. Section 4 derives the dual homogenisation formulae and the
micro-cell problem by exploiting the Principle of Multiscale Virtual Power. Section 5
reports the numerical results, and Section 6 outlines the concluding remarks.

2. Macro-scale problem and duality pairings

This presentation is limited to non-magnetic materials, so Maxwell’s equations are
written in terms of the electric field. Therefore, let us consider a domain Ω ⊂ R3 with
boundary ∂Ω, where the electric vector field E is defined. Maxwell’s equations written in
the frequency domain, and expressed in variational form read as follows: find E ∈ U such
that

A(E, Ê) = L(Ê) ∀Ê ∈ V , (2.1)

where the sesquilinear form A : U × V 7→ C is defined as

A(E, Ê) :=

∫
Ω

(
µ−1

r curlE · curl Ê− k2
0εrE · Ê

)
dΩ. (2.2)

In addition, U is a complex-valued linear manifold of admissible solutions possibly con-
taining essential constraints, such as boundary conditions for the electric field E, say E,
over a portion of the boundary, say, ∂ΩD, V is the complex-valued space of admissible

variations of elements in U . We denote (̂·) admissible variations of the field (·). Also,
the working frequency is denoted by ω, so that k0 = k0(ω) = ω

√
µ0ε0, where µ0 and ε0

are the magnetic permeability and electric permittivity of free space. Finally, µr and
εr are second-order tensors that stand for the relative permeability and permittivity of
the continuum, respectively. The right-hand side L ∈ V ′ may contain, in general, source
terms in Ω per unit volume, say Q, and per unit surface over a portion of the boundary,



4

say, ∂ΩN . These source terms, together with the essential boundary conditions in U are
chosen such that the existence and uniqueness of a solution for the equation (2.1) are
guaranteed (see, for instance, [44]).

Note that the magnetic field B is related to the curl of the electric field through

−iωB = curlE, (2.3)

so, hereafter, when referring to the curlE we are equivalently referring to the magnetic
field.

Standard arguments from the calculus of variations lead us to the set of partial differ-
ential equations encoded in (2.1), namely

curl
(
µ−1

r curlE
)
− k2

0εrE = Q in Ω, (2.4)

endowed with proper boundary conditions [44].
Now, let us identify the dual pairings that play a role in the variational formulation

(2.1). If we consider the primal fields to be the electric field E, and its curl, curlE, then
the dual vector fields are

D = εrE, (2.5)

H = µ−1
r curlE, (2.6)

where D is the displacement field, and H is the magnetizing field (up to the scaling factor
iω). Then, we can write∫

Ω

(
H · curl Ê− k2

0D · Ê
)
dΩ = L(Ê) ∀Ê ∈ V . (2.7)

In a multiscale approach, each point of the macro-scale x ∈ Ω is linked to a micro-
cell, where the electromagnetic phenomena, governed by the same fundamental principles
behind (2.1), take place.

Hence, the goal of the multiscale formulation is to build a model based on micro-scale
phenomena, which is capable of delivering implicit operators that replace the explicit
forms of D and H defined in (2.5) and (2.6). That is, for each point x ∈ Ω, we build a
formulation that implicitly defines more general operators of the form

D = FD(k0(ω),E, curlE,Pµ), (2.8)

H = FH(k0(ω),E, curlE,Pµ), (2.9)

where Pµ denotes a set of parameters that characterize the micro-scale, such as the per-
meability and permittivity of the different phases in the micro-scale media and their
topological arrangement within the micro-cell. Figure 1 schematically shows the multi-
scale paradigm used in this work. For each point x of the macro-continuum there is an
associated micro-cell. The constitutive response of the micro-cell is determined by insert-
ing the electromagnetic field E and curlE and by considering some homogenisation rules
for these fields. Under such hypotheses, the homogenisation of the dual entities D and
H is obtained. Importantly, the dual homogenisation rules are not postulated a priori,
but are derived consistently according to the hypotheses made for the primal homogeni-
sation rules. The proposed multiscale framework is a systematic approach to model the
constitutive behavior of materials with micro-structure through the characterisation of
emergent properties.
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Figure 1. Multiscale setting for the modelling of electromagnetic micro-
structured materials. For each point, x, the electromagnetic field, E, and
its curl, curlE (or the magnetic field B), are inserted into the micro-cell
domain, and primal homogenisation rules are hypothesized. A Principle
of Multiscale Virtual Power is employed to derive the micro-cell governing
problem and the dual homogenisation formulae for the dual entities D and
H. Material properties µeff, εeff,χeff,θeff naturally emerge from the formu-
lation as tangent operators.

3. Kinematic consistency across scales

In the previous section, we presented Maxwell’s equations in terms of the main primal
variables, namely E and curlE (or B). These variables are the drivers of the proposed
approach in the sense that, by controlling these macro-scale variables, we can perform
experiments within the micro-cell and we can retrieve emergent properties from it.

3.1. Primal variables insertion. Consider that at each point of the macro-scale, we
have the following point-wise vector fields

E|x = E(x), (3.1)

C|x = curlE(x). (3.2)

Note that C in the expression above is related to the magnetic field B through (2.3), so

C|x = −iωB|x . (3.3)

These two fields are independent of each other, in the sense that we can perform ad-
missible variations, say Ê|x and Ĉ|x , in an independent manner.

Note that we can write the tensor ∇E in terms of the symmetric and skew-symmetric
components as ∇E = ∇ES + ∇EW , where the skew-symmetric component is linked to
the curl as follows

∇EWw =
1

2
curlE×w, (3.4)

for any arbitrary vector w.
Consider now a micro-scale domain, the micro-cell, denoted by Ωµ ⊂ R3, with boundary

∂Ωµ, and whose coordinates are denoted by y. Without loss of generality, the micro-cell
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is geometrically centered at the origin of the micro-scale coordinate system, such that it
is satisfied ∫

Ωµ

ydΩµ = 0. (3.5)

Also, we denote by |Ωµ| the Lebesgue measure of Ωµ.
At the micro-scale, we have electromagnetic phenomena driven by an electric field Eµ.

Now, we have to define how the primal variables E|x and C|x are transferred from the
macro-scale into the micro-cell. This is accomplished by expressing the micro-scale electric
field in terms of these variables, through the following expansion

Eµ = E|x +∇EWy + Ẽµ, (3.6)

which, by virtue of (3.4), can be equivalently expressed by

Eµ = E|x +
1

2
C|x × y + Ẽµ. (3.7)

Note that in this expansion we are only concerned with the skew-symmetric part of the
first-order gradient because it is the component of the gradient that exerts power at the
macro-scale. Therefore, it is the only term we are interested in controlling at the micro-
scale. In the above, the vector field Ẽµ represents the high-order fluctuations of the
electric field at the micro-scale.

3.2. Primal variables homogenisation. Following the concept of kinematical admissi-
bility proposed in [9], we now define admissible macro-scale and micro-scale fields as those
that satisfy certain rules of scale transfer. The following hypotheses shape the primal scale
information transfer between the electric field and its (skew-symmetric component of the)
gradient at point x, and the corresponding micro-scale fields defined within the associated
micro-cell. First, we consider that the electric field in the micro-cell has to be, on average,
equal to the macro-scale electric field

E|x =
1

|Ωµ|

∫
Ωµ

EµdΩµ. (3.8)

Second, we consider that the skew-symmetric component of the gradient of the electric
field in the micro-scale has to equal the macro-scale skew-symmetric component of the
electric field gradient, that is

(∇E)W|x =
1

|Ωµ|

∫
Ωµ

(∇yEµ)
WdΩµ. (3.9)

Exploiting the relation (3.4), expression (3.9) can be equivalently written as

C|x =
1

|Ωµ|

∫
Ωµ

curly EµdΩµ. (3.10)

Expressions (3.8) and (3.10) are the fundamental constraints that define the concept of
admissibility of the triple (E|x ,C|x ,Eµ). Introducing expansion (3.7) into (3.8) yields

E|x =
1

|Ωµ|

∫
Ωµ

(
E|x +

1

2
C|x × y + Ẽµ

)
dΩµ. (3.11)

Taking into account (3.5), we get ∫
Ωµ

ẼµdΩµ = 0. (3.12)
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Now, introducing (3.7) into (3.10) we write

C|x =
1

|Ωµ|

∫
Ωµ

curly

(
E|x +

1

2
C|x × y + Ẽµ

)
dΩµ. (3.13)

Again, considering (3.5), and the fact that curly(V × y) = 2V, for any constant vector
V ∈ C3, we get ∫

Ωµ

curly ẼµdΩµ = 0. (3.14)

Applying the Gauss’ theorem to this case, we obtain the following constraint over the
electric fluctuation field ∫

∂Ωµ

nµ × Ẽµd∂Ωµ = 0, (3.15)

where nµ is the unit outward vector to the boundary ∂Ωµ.

3.3. Primal variables admissibility. We say that the triple (E|x ,C|x ,Eµ) is admissible
if, given E|x ∈ C3 and C|x ∈ C3, the fluctuation field satisfies (3.12) and (3.15). Therefore,
we define the set (actually a space) of admissible fluctuation fields as follows

Ṽµ =

{
Ẽµ ∈ Hcurl(Ωµ) :

∫
Ωµ

ẼµdΩµ = 0,

∫
∂Ωµ

nµ × Ẽµd∂Ωµ = 0

}
, (3.16)

where Hcurl(Ωµ) is the complex-valued space of square integrable vector fields in Ωµ with
square integrable curl in Ωµ.

Note that any subspace ṼX

µ ⊂ Ṽµ can be considered as space of admissible fluctuation

fields, and this is why space Ṽµ is called the space of minimally constrained fluctuation
fields. Alternative subspaces can be the so-called linear subspace, defined as

ṼL

µ =

{
Ẽµ ∈ Hcurl(Ωµ) :

∫
Ωµ

ẼµdΩµ = 0, Ẽµ|∂Ωµ = 0

}
, (3.17)

and the periodic subspace, defined by partitioning the boundary ∂Ωµ into opposing parts
∂Ω+

µ and ∂Ω−
µ for which we have nµ|∂Ω+

µ
= −nµ|∂Ω−

µ

ṼP

µ =

{
Ẽµ ∈ Hcurl(Ωµ) :

∫
Ωµ

ẼµdΩµ = 0, Ẽµ|∂Ω+
µ
= Ẽµ|∂Ω−

µ

}
. (3.18)

Clearly, we have ṼL

µ ⊂ ṼP

µ ⊂ Ṽµ.

4. Energetic consistency across scales

After having defined the primal variables insertion and concept of admissibility of
macro- and micro-scale fields, the next step consists of introducing the physical connection
between the scales through the Principle of Multiscale Virtual Power, as established by
the Method of Multiscale Virtual Power [9]. From this principle, we define the dual ho-
mogenisation formulae that characterize the emergent properties of the micro-structured
material and also the micro-cell problem that closes such a characterisation.
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4.1. Principle of Multiscale Virtual Power. By inspecting (2.7), we can define the
total virtual power per unit volume at the point x ∈ Ω, i.e. at the macro-scale, as follows

P x
tot(Ê|x , Ĉ|x) = (H · Ĉ− k2

0D · Ê)|x . (4.1)

In turn, we define the total virtual power per unit volume at the micro-scale as follows

P µ
tot(Êµ) =

1

|Ωµ|

∫
Ωµ

(
µ−1

rµ curly Eµ · curly Êµ − k2
0εrµEµ · Êµ

)
dΩµ, (4.2)

where µrµ and εrµ are, respectively, the second-order permeability and permittivity ten-
sors of the phases that characterize the micro-cell continuum.

Now, we establish the hypothesis that is concerned with the transfer of power between
scales. We postulate that the total power per unit volume at x from the macro-scale must
be equal to the same quantity defined within the associated micro-cell for all admissible
fields (Ê|x , Ĉ|x , Êµ). This previous statement is the Principle of Multiscale Virtual Power
[9], which in variational form reads

P x
tot(Ê|x , Ĉ|x) = P µ

tot(Êµ) ∀(Ê|x , Ĉ|x , Êµ) admissible, (4.3)

that is

(H · Ĉ− k2
0D · Ê)|x =

1

|Ωµ|

∫
Ωµ

(
µ−1

rµ curly Eµ · curly Êµ − k2
0εrµEµ · Êµ

)
dΩµ

∀(Ê|x , Ĉ|x , Êµ) admissible. (4.4)

Let us rewrite the problem in terms of the fluctuation field Ẽµ. To do so, we introduce

the expansion (3.7) for Eµ and its variation Êµ into the previous expression

(H · Ĉ− k2
0D · Ê)|x =

1

|Ωµ|

∫
Ωµ

[
µ−1

rµ curly

(
E|x +

1

2
C|x × y + Ẽµ

)
· curly

(
Ê|x +

1

2
Ĉ|x × y + ˆ̃Eµ

)
− k2

0εrµ

(
E|x +

1

2
C|x × y + Ẽµ

)
·
(
Ê|x +

1

2
Ĉ|x × y + ˆ̃Eµ

)]
dΩµ

∀(Ê|x , Ĉ|x ,
ˆ̃Eµ) ∈ C3 × C3 × Ṽµ. (4.5)

The advantage of expression (4.5) is that all the fields in the triple (Ê|x , Ĉ|x ,
ˆ̃Eµ) are

independent of each other, and this will facilitate the derivation of the homogenisation
formulae and of the micro-cell equilibrium problem in the next sections.

In expression (4.5), the space Ṽµ is the minimally constrained space of admissible
variations defined in (3.16), as well as any subspace of it.

4.2. Dual homogenisation formulae. Let us first consider that (Ê|x , Ĉ|x ,
ˆ̃Eµ) = (Ê|x ,0,0),

so, from (4.5) we obtain

−k2
0(D · Ê)|x = − 1

|Ωµ|

∫
Ωµ

k2
0εrµ

(
E|x +

1

2
C|x × y + Ẽµ

)
· Ê|xdΩµ ∀Ê|x ∈ C3. (4.6)

Therefore, it must necessarily be

D|x =
1

|Ωµ|

∫
Ωµ

εrµ

(
E|x +

1

2
C|x × y + Ẽµ

)
dΩµ. (4.7)
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The expression (4.7) yields the variationally consistent rule to derive the homogenised
behavior of the displacement vector D in terms of the micro-scale phenomena. Observe
that due to the presence of the fluctuation field, this response is frequency-dependent.

Second, let us consider that (Ê|x , Ĉ|x ,
ˆ̃Eµ) = (0, Ĉ|x ,0), so, from (4.5) we get

(H · Ĉ)|x =
1

|Ωµ|

∫
Ωµ

[
µ−1

rµ curly

(
E|x +

1

2
C|x × y + Ẽµ

)
· curly

(
1

2
Ĉ|x × y

)
− k2

0εrµ

(
E|x +

1

2
C|x × y + Ẽµ

)
·
(
1

2
Ĉ|x × y

)]
dΩµ ∀Ĉ|x ∈ C3. (4.8)

Using identities (A.1) and (A.2) (see A), we get

(H · Ĉ)|x =
1

|Ωµ|

∫
Ωµ

[
µ−1

rµ

(
C|x + curly Ẽµ

)
· Ĉ|x

− k2
0

y

2
× εrµ

(
E|x +

1

2
C|x × y + Ẽµ

)
· Ĉ|x

]
dΩµ ∀Ĉ|x ∈ C3. (4.9)

Therefore, it must necessarily be

H|x =
1

|Ωµ|

∫
Ωµ

[
µ−1

rµ

(
C|x +curly Ẽµ

)
− 1

2
k2
0 y× εrµ

(
E|x +

1

2
C|x ×y+ Ẽµ

)]
dΩµ. (4.10)

The expression (4.10) yields the homogenisation formula to retrieve the magnetizing field
H from the phenomena that take place in the micro-scale domain. Note that this response
is frequency-dependent, both explicitly because of the presence of k0, and implicitly be-
cause of the presence of the fluctuation field.

4.3. Micro-cell problem. Finally, consider (Ê|x , Ĉ|x ,
ˆ̃Eµ) = (0,0, Êµ), hence, from (4.5)

it results∫
Ωµ

[
µ−1

rµ

(
C|x + curly Ẽµ

)
· curly ˆ̃Eµ

− k2
0εrµ

(
E|x +

1

2
C|x × y + Ẽµ

)
· ˆ̃Eµ

]
dΩµ = 0 ∀ ˆ̃Eµ ∈ Ṽµ. (4.11)

This variational problem (4.11) gives the full characterisation of the fluctuation field Ẽµ

for given macro-scale quantities (E|x ,C|x). That is, it characterizes an operator of the
form

Mµ : C3 × C3 → Ṽµ,

(E|x ,C|x) 7→ Mµ(E|x ,C|x) = Ẽµ.
(4.12)

The multiscale procedure to explicitly compute the pair (D|x ,H|x) reads as follows:

(1) Given the pair (E|x ,C|x), obtain Ẽµ by solving the variational problem (4.11).

(2) Given the pair (E|x ,C|x), and the field Ẽµ obtained in step 1, compute D|x using
(4.7).

(3) Given the pair (E|x ,C|x), and the field Ẽµ obtained in step 1, compute H|x using
(4.10).

It is important to recall that any subspace ṼX

µ ⊂ Ṽµ also yields a valid multiscale
model. Different subspaces will result in different model predictions, as these subspaces
encompass the assumptions of the interaction between the micro-cell and the neighboring
continuum.



10

4.4. Tangent operators. Note that in a fully coupled multiscale problem, the pair
(E|x ,C|x) is unknown, and some linearisation procedure must be applied to address the
nonlinearity posed by the implicit coupling between the scales. A linearisation proce-
dure is also required to understand the potential of the formulation in terms of predicted
effective material properties, such as effective permeability and permittivity, for example.

From the variational problem (2.7), we note that the nonlinearities are present in the
relation between the homogenised quantities (D|x ,H|x) and the variables (E|x ,C|x), as
dictated by expressions (4.7) and (4.10) (nonlinearities are implicit in the fluctuation field

Ẽµ). The linearised version of the macro-scale variational equation (2.7), reads∫
Ω

(
[DEH]E · curl Ê+ [DCH] curlE · curl Ê

− k2
0[DED]E · Ê− k2

0[DCD] curlE · Ê
)
dΩ = R(Ê) ∀Ê ∈ V . (4.13)

where R(Ê) stands for the residual of (2.7). Most importantly, [DEH] and [DCH] are
the tangent relations between H and the primal variables E and C = curlE, respectively,
and [DED] and [DCD] are the corresponding tangent relations between D and the same
primal variables.

The first [DEH] and the fourth [DCD] tangent tensors are non-conventional terms that
emerge from the interaction of micro-scale phenomena. The second [DCH] and the third
[DED] tangent tensors are related to the effective permeability µeff and permittivity εeff,
respectively.

Let us introduce the following notations for all the second-order tensors that appear in
(4.13)

µ−1
eff := [DCH], εeff := [DED], χeff := [DEH], θeff := [DCD], (4.14)

Hence, after rearranging terms, equation (4.13) becomes∫
Ω

(
µ−1

eff curlE · curl Ê− k2
0εeffE · Ê

+ χeffE · curl Ê− k2
0θeff curlE · Ê

)
dΩ = R(Ê) ∀Ê ∈ V . (4.15)

The full linearisation procedure is presented in B, which yields the characterisation of
the tangent operators appearing in (4.14), that is

µ−1
eff :=

1

|Ωµ|

∫
Ωµ

[
µ−1

rµ (I+ curly MC)−
1

2
k2
0[y]×εrµ

(
1

2
[y]T× +MC

)]
dΩµ, (4.16)

εeff :=
1

|Ωµ|

∫
Ωµ

εrµ
(
I+ME

)
dΩµ, (4.17)

χeff :=
1

|Ωµ|

∫
Ωµ

[
− 1

2
k2
0[y]×εrµ(I+ME) + µ−1

rµ curly ME

]
dΩµ, (4.18)

θeff :=
1

|Ωµ|

∫
Ωµ

εrµ

(
1

2
[y]⊤× +MC

)
dΩµ. (4.19)

In the expressions above, the second-order tensorsME andMC are, respectively, defined
by

ME = [U(j)
µ ]i (ei ⊗ ej), (4.20)

MC = [V(j)
µ ]i (ei ⊗ ej), (4.21)



11

where U
(i)
µ ∈ Ṽµ, i = 1, 2, 3, are the solutions to the set of canonical problems∫

Ωµ

(
µ−1

rµ curly U
(i)
µ · curly ˆ̃Eµ − k2

0εrµU
(i)
µ · ˆ̃Eµ

)
dΩµ =

∫
Ωµ

k2
0εrµei ·

ˆ̃EµdΩµ ∀ ˆ̃Eµ ∈ Ṽµ.

(4.22)

whereas V
(i)
µ ∈ Ṽµ, i = 1, 2, 3, are the solutions to the canonical problems∫

Ωµ

(
µ−1

rµ curly V
(i)
µ · curly ˆ̃Eµ − k2

0εrµV
(i)
µ · ˆ̃Eµ

)
dΩµ =

−
∫
Ωµ

[
µ−1

rµ ei · curly
ˆ̃Eµ −

1

2
k2
0εrµ(ei × y) · ˆ̃Eµ

]
dΩµ ∀ ˆ̃Eµ ∈ Ṽµ. (4.23)

See B for the full details.

4.5. Connection to higher-order theories of electromagnetism. Consider again
the variational equation (4.15) and the definitions of the effective properties (4.16)-(4.19).
The expressions of ME and MC defined in (4.20) and (4.21) can be equivalently charac-
terised as follows

ME = k2
0M

0
E = k2

0[U
(j)
µ,0]i (ei ⊗ ej), (4.24)

MC = M0
C − k2

0M
1
C = [V

(j)
µ,0]i (ei ⊗ ej)− k2

0[V
(j)
µ,1]i (ei ⊗ ej), (4.25)

where U
(i)
µ,0 ∈ Ṽµ, i = 1, 2, 3, are the solutions to the set of canonical problems (note the

difference in the right-hand side with (4.22))∫
Ωµ

(
µ−1

rµ curly U
(i)
µ,0·curly

ˆ̃Eµ−k2
0εrµU

(i)
µ,0·

ˆ̃Eµ

)
dΩµ =

∫
Ωµ

εrµei·
ˆ̃EµdΩµ ∀ ˆ̃Eµ ∈ Ṽµ. (4.26)

whereas V
(i)
µ,0 ∈ Ṽµ, i = 1, 2, 3, are the solutions to the canonical problems (take into

account the first term in the right-hand side of (4.23))∫
Ωµ

(
µ−1

rµ curly V
(i)
µ,0 · curly

ˆ̃Eµ − k2
0εrµV

(i)
µ,0 ·

ˆ̃Eµ

)
dΩµ =

−
∫
Ωµ

µ−1
rµ ei · curly

ˆ̃EµdΩµ ∀ ˆ̃Eµ ∈ Ṽµ. (4.27)

and V
(i)
µ,1 ∈ Ṽµ, i = 1, 2, 3, are the solutions to the canonical problems (take into account

the second term -times a constant- in the right-hand side of (4.23))∫
Ωµ

(
µ−1

rµ curly V
(i)
µ,1 · curly

ˆ̃Eµ − k2
0εrµV

(i)
µ,1 ·

ˆ̃Eµ

)
dΩµ =

− 1

2

∫
Ωµ

εrµ(ei × y) · ˆ̃EµdΩµ ∀ ˆ̃Eµ ∈ Ṽµ. (4.28)

Let us rewrite the effective properties (4.16)-(4.19), now introducing (4.24) and (4.25).
Then, the characterisation of the effective properties in terms of the powers of k0 is the
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following

µ−1
eff :=

1

|Ωµ|

∫
Ωµ

[
µ−1

rµ (I+curly(M
0
C−k2

0M
1
C))−

1

2
k2
0[y]×εrµ

(
1

2
[y]T×+M0

C−k2
0M

1
C

)]
dΩµ =

1

|Ωµ|

∫
Ωµ

µ−1
rµ (I+curly M

0
C)dΩµ−k2

0

1

|Ωµ|

∫
Ωµ

(
µ−1

rµ curly M
1
C+

1

2
[y]×εrµ

(
1

2
[y]T×+M0

C

))
dΩµ

+ k4
0

1

|Ωµ|

∫
Ωµ

1

2
[y]×εrµM

1
CdΩµ =: µ−1

eff,0 − k2
0µ

−1
eff,1 + k4

0µ
−1
eff,2, (4.29)

εeff :=
1

|Ωµ|

∫
Ωµ

εrµdΩµ + k2
0

1

|Ωµ|

∫
Ωµ

εrµM
0
EdΩµ =: εeff,0 + k2

0εeff,1, (4.30)

χeff :=
1

|Ωµ|

∫
Ωµ

[
− 1

2
k2
0[y]×εrµ(I+ k2

0M
0
E) + k2

0µ
−1
rµ curly M

0
E

]
dΩµ =

− k2
0

1

|Ωµ|

∫
Ωµ

[
1

2
[y]×εrµ − µ−1

rµ curly M
0
E

]
dΩµ − k4

0

1

|Ωµ|

∫
Ωµ

1

2
[y]×εrµM

0
EdΩµ =:

− k2
0

(
χeff,0 + k2

0χeff,1

)
, (4.31)

θeff :=
1

|Ωµ|

∫
Ωµ

εrµ

(
1

2
[y]⊤×+M0

C

)
dΩµ−k2

0

1

|Ωµ|

∫
Ωµ

εrµM
1
CdΩµ =: θeff,0−k2

0θeff,1. (4.32)

µ−1
eff,0 :=

1

|Ωµ|

∫
Ωµ

µ−1
rµ (I+ curly M

0
C)dΩµ, (4.33)

µ−1
eff,1 :=

1

|Ωµ|

∫
Ωµ

(
µ−1

rµ curly M
1
C +

1

2
[y]×εrµ

(
1

2
[y]T× +M0

C

))
dΩµ, (4.34)

µ−1
eff,2 :=

1

|Ωµ|

∫
Ωµ

1

2
[y]×εrµM

1
CdΩµ, (4.35)

εeff,0 :=
1

|Ωµ|

∫
Ωµ

εrµdΩµ, (4.36)

εeff,1 :=
1

|Ωµ|

∫
Ωµ

εrµM
0
EdΩµ, (4.37)

χeff,0 :=
1

|Ωµ|

∫
Ωµ

[
1

2
[y]×εrµ − µ−1

rµ curly M
0
E

]
dΩµ, (4.38)

χeff,1 :=
1

|Ωµ|

∫
Ωµ

1

2
[y]×εrµM

0
EdΩµ, (4.39)

θeff,0 :=
1

|Ωµ|

∫
Ωµ

εrµ

(
1

2
[y]⊤× +M0

C

)
dΩµ, (4.40)

θeff,1 :=
1

|Ωµ|

∫
Ωµ

εrµM
1
CdΩµ. (4.41)
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Hence, variational equation (4.15) results in∫
Ω

(
µ−1

eff,0 curlE · curl Ê− k2
0µ

−1
eff,1 curlE · curl Ê+ k4

0µ
−1
eff,2 curlE · curl Ê

− k2
0εeff,0E · Ê− k4

0εeff,1E · Ê− k2
0χeff,0E · curl Ê− k4

0χeff,1E · curl Ê

− k2
0θeff,0 curlE · Ê+ k4

0θeff,1 curlE · Ê
)
dΩ = R(Ê) ∀Ê ∈ V . (4.42)

The field equations associated to this variational equations read

curl
(
µ−1

eff,0 curlE
)
− k2

0 curl
(
µ−1

eff,1 curlE
)
+ k4

0 curl
(
µ−1

eff,2 curlE
)

− k2
0εeff,0E− k4

0εeff,1E− k2
0 curl

(
χeff,0E

)
− k4

0 curl
(
χeff,1E

)
− k2

0θeff,0 curlE+ k4
0θeff,1 curlE = R, (4.43)

where R stands for the field counter-part of the residual of (2.7). Let us further consider
that the properties above do not vary along space, so

µ−1
eff,0 curl curlE− k2

0µ
−1
eff,1 curl curlE+ k4

0µ
−1
eff,2 curl curlE− k2

0εeff,0E− k4
0εeff,1E

− k2
0χeff,0 curlE− k4

0χeff,1 curlE− k2
0θeff,0 curlE+ k4

0θeff,1 curlE = R, (4.44)

that is

µ−1
eff,0 curl curlE− k2

0µ
−1
eff,1 curl curlE+ k4

0µ
−1
eff,2 curl curlE− k2

0εeff,0E− k4
0εeff,1E

− k2
0

(
χeff,0 + θeff,0

)
curlE− k4

0

(
χeff,1 − θeff,1

)
curlE = R. (4.45)

Similar governing equations have been derived in the context of high-order (micromorphic)
theories of electromagnetism [21]. Although this is not a full space-time high-order theory
(it does not contain high-order spatial derivatives), it brings a more comprehensive picture
of the microscopic electromagnetic phenomena through high-order contributions regarding
time, which makes this especially interesting for high-frequency problems.

Importantly, the proposed formulation provides a systematic rational approach to derive
constitutive equations that go beyond the classical characterisation of permeability and
permittivity in electromagnetic media.

5. Numerical results

5.1. Preliminaries. In different numerical examples, we consider a cube-shaped cell with
a spherical inclusion at its center. The cube-shaped block has dimensions ℓµ × ℓµ × ℓµ.
The radius of the spherical inclusion is denoted by ri. We define a reference wavelength
λ. The wave-number is therefore given by k0 = 2π/λ. In addition, we assume µrµ = I

and εrµ = n2I, where n is the refractive index of the medium. We also consider peri-
odic boundary conditions to constrain the fields at the micro-cell. That is, we use the
periodic space defined in (3.18). In the forthcoming numerical experiments, we will focus
on the computation of the effective permittivity of the micro-cell. Hence, under the con-
siderations presented in this section, the canonical micro-cell problems (4.22) degenerate

themselves to find U
(i)
µ ∈ ṼP

µ , such that∫
Ωµ

[
curly U

(i)
µ · curly ˆ̃Eµ − k2

0n
2U(i)

µ · ˆ̃Eµ

]
dΩµ =

∫
Ωµ

k2
0n

2ei · ˆ̃EµdΩµ ∀ ˆ̃Eµ ∈ ṼP

µ . (5.1)

In our particular setting, n is assumed to be given by a piece-wise constant function of
the form

n = n1 in Ω1 and n = n2 in Ω2, (5.2)
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with Ωµ = Ω1 ∪ Ω2, such that Ω1 ∩ Ω2 = ∅. Since the cell is centro-symmetric and its
constituents are isotropic, the resulting effective electric permittivity from (4.17) becomes
also isotropic, which is denoted by εeff = [εeff]ii, with [εeff]ij = 0, for i ̸= j, for i, j = 1, 2, 3.

The volume constraint (3.12) over U
(i)
µ is imposed via Lagrange multipliers as described

in C. In addition, the variational equations are approximated via the Finite Element
Method. Specifically, Nédélec finite elements are employed [28]. The implementation
of this finite element approximation available in the FreeFEM++ library [23] is used in

this work. Finally, once U
(i)
µ is computed numerically for each canonical direction ei,

the Cartesian components of the effective permittivity can be evaluated with the help of
(4.17) and (4.20), namely

[εeff ]ij =
1

|Ωµ|

∫
Ωµ

n2
(
δij + [U(j)

µ ]i)dΩµ, (5.3)

where δij is the Kronecker delta.
In the following numerical examples, we compare the effective dielectric permittiv-

ity of inhomogeneous media calculated with the proposed multiscale formalism to well-
established analytical mixing rules to provide the necessary benchmarks for the method.

5.2. Example 1: Long wavelength limit. In this first example, we consider a cell of
size ℓµ = 1µm made of glass (SiO2) with a spherical inclusion of silicon (Si) at its center
so that the refractive indexes are given by n1 = 2.847 for silicon and n2 = 1.444 for
glass. We define a reference wavelength λ = 1.55µm, which implies a working frequency
of 193.4THz. The wavelengths are set as λα = 2αλ, with α = 1, 2, 3, 4. The radius ri
of the spherical inclusion varies in the interval from 0.1µm to 0.45µm. In Figure 2, we
present the effective permittivities for varying wavelengths with respect to the radius ri
of the spherical inclusion. In order to test the validity of the proposed model in the long
wavelength limit, we compare our findings with the prediction of the Maxwell-Garnett
mixing formula [33],

εMG
eff = εe + 3vfεe

εi − εe
εi + 2εe − vf (εi − εe)

. (5.4)

where vf is the volume fraction occupied by the spherical inclusion, namely, vf = 4
3
πr3i ,

since the size of the cell is given by ℓµ = 1. In addition, εi = n2
1 and εe = n2

2. From
an analysis of Figure 2, we observe that the effective permittivities computed from the
proposed homogenisation framework converge toward the effective permittivity predicted
by the Maxwell-Garnett approximation as ri decreases and λα increases, as expected.
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Figure 2. Effective permittivities for varying wavelengths λα = 2αλ, with
λ = 1.55µm and α = 1, 2, 3, 4, with respect to the radius ri of the spherical
inclusion.

5.3. Example 2: Resonance beyond the long wavelength limit. In this second
example, we consider again a cell of size ℓµ = 1µm made of glass (SiO2) with a spherical
inclusion of silicon (Si) at its center. The refractive indexes are given by n1 = 2.847
and n2 = 1.444 for silicon and glass, respectively. The reference wavelength is set as
λ = 1.55µm, which induces a working frequency of 193.4THz. In order to test the validity
of our model beyond the long wavelength limit, let us consider the analytical model by
Wu et al. [45], which is written as

ε⋆eff =
A+BC

1 + C
. (5.5)

The quantities A, B and C are respectively given by

A = 2εe
J1(kere)

J1(kere) + kereJ ′
1(kere)

, (5.6)

B = 2εe
Y1(kere)

Y1(kere) + kereY ′
1(kere)

, (5.7)

C = i
Y1(kere) + kereY

′
1(kere)

J1(kere) + kereJ ′
1(kere)

(
D

1 +D

)
, (5.8)

where J1 is the spherical Bessel function and Y1 is the spherical Neumann function. In
addition,

D =
keµiP (keri)P

′(kiri)− kiµeP (kiri)P
′(keri)

kiµeP (kiri)Q′(keri)− keµiQ(keri)P ′(kiri)
, (5.9)

where ki = ω
√
εiµi, ke = ω

√
εeµe, P (x) = xJ1(x) and Q(x) = xH1(x), with H1(x) =

J1(x)+iY1(x). Here, εi = n2
1, εe = n2

2 and µi = µe = 1, as before. Finally, re = ℓµ = 1µm,
and the radius of the spherical inclusion is fixed as ri = 0.25µm.
We set λα = αλ, where λ = 1.55µm and α varies from 1 to 1.2. According to the

analytical model given by (5.5), resonance occurs at λα ≈ 1.69µm, which is well captured
by our model as shown in Figure 3, and that is absent in the Maxwell-Garnett theory.
However, a small shift in the resonance frequency can be seen between both models.
We have verified that the smaller the radius of the inclusion ri, the smaller the shift
in the resonance frequency. Since the wavelength is fixed, we attribute this fact to the
higher-order interaction effects between inclusions, which are predicted by our model. In
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contrast, the analytical model (5.5) is derived assuming that the spherical inclusion is
isolated so that it does not account for interactions between the inclusions.
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Wu et al. (2006)

Figure 3. Effective permittivities for ri = 0.25µm and varying wave-
lengths λα = αλ, with λ = 1.55µm and α from 1 to 1.2.

5.4. Example 3: Phase transition. In this last example, we test the validity of our
model in the scenario where the percolation transition occurs. To accomplish this we
compare our findings to the Bruggeman effective medium theory [15], one of the simplest
analytical models to predict the percolation transition, in a system composed of spherical
gold inclusions embedded within a polystyrene substrate. The wavelength is fixed as
λ = 2µm, which corresponds to a working frequency of 149.9THz. According to [25],
at this frequency the gold and polymer permittivities are respectively given by εi =
−158.08 + 19.58i and εe = 2.44. The diameter of the particles is fixed as di = 10nm,
while the size of the cell ℓµ varies from 40nm to 10nm. As said, we compare the predictions
of our model to the ones delivered by the Bruggeman effective medium theory [15], and
that are established by the following formula

(1− vf )

(
εe − εBeff

εBeff + L(εe − εBeff)
+

4(εe − εBeff)

2εBeff + (1− L)(εe − εBeff)

)
+vf

(
εi − εBeff

εBeff + L(εi − εBeff)
+

4(εi − εBeff)

2εBeff + (1− L)(εi − εBeff)

)
= 0, (5.10)

where 0 ≤ L ≤ 1 is the depolarisation factor and the volume fraction occupied by the

spherical particle 0 ≤ vf ≤ 1 is trivially computed as vf =
πd3i
6ℓ3µ

. Therefore, once the

diameter di of the inclusions is fixed, the smaller the size of the cell ℓµ, the higher the
volume fraction vf . The obtained results are reported through Figures 4 and 5, where
the red cross-dot highlights the moment in which the inclusions touch each other, namely
ℓµ = di, because of the periodicity assumption. In particular, Figures 4 and 5 display,
the real and imaginary components of εeff , respectively. From the analysis of these figures
it is clear that the proposed model qualitatively captures the presence of the percolation
transition, which according to the Bruggeman theory is expected to occur for f = 1/3 in
the case of spherical inclusions [15]. On the one hand, in percolative composites enhanced
ℜ{εeff} occurs when the volume fraction is slightly below the percolation threshold. On
the other hand, negative ℜ{εeff} is expected to occur when the volume fraction exceeds
the percolation threshold. This effect has been observed experimentally in metal-dielectric
composites [42]. At the same time, a large absorption within the effective medium, en-
coded in ℑ{εeff}, occurs at the critical point, which is intrinsically related to the universal
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properties of the percolation phase transition, in particular the enhanced and scale invari-
ant current and electric field fluctuations that take place close to phase transition [31].
These effects are well captured by our model as can be seen in Figures 4 and 5.
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Figure 4. Real component of the effective permittivities εeff as a function
of the volume fraction vf occupied by the spherical inclusion of gold em-
bedded in a host medium of polystyrene. The red cross-dot highlights the
moment in which the inclusions touch each other (ℓµ = di).
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Figure 5. Imaginary component of the effective permittivities εeff as a
function of the volume fraction vf occupied by the spherical inclusion of gold
embedded in a host medium of polystyrene. The red cross-dot highlights
the moment in which the inclusions touch each other (ℓµ = di)

6. Concluding remarks

In this article, we have derived a novel multiscale constitutive model in which the
electromagnetic macroscopic effective parameters are completely characterised by the un-
derlying microscopic properties. In contrast to conventional homogenisation approaches,
the proposed model is based on the variational framework given by the Method of Mul-
tiscale Virtual Power, which was applied here to Maxwell’s equations for the first time.
The resulting effective properties depend explicitly as well as implicitly on the working
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frequency. The implicit dependence comes out from the solution to the micro-cell prob-
lems, which encode the complex dynamics governed by Maxwell’s equations. As a result,
complex macroscopic behavior has been observed through numerical experiments, includ-
ing resonances and phase transitions. Indeed, we apply the method in different cases of
interest ranging from low-frequency to high-frequency regimes, providing not only a phys-
ical benchmark to validate our findings but also demonstrating the predictive capabilities
of the model in terms of determining effective electromagnetic properties.
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Appendix A. Vector and tensor identities

Let us introduce some vector and tensor identities that are useful in the derivations of
this work.

Consider two arbitrary constant vectors U,V, then, the following identities hold

U · (V × y) = (y ×U) ·V, (A.1)

curly(U× y) = 2U. (A.2)

Consider arbitrary vectors U,V,W. Given the cross product U×V, let us also define
the tensor [U]× as the unique skew-symmetric tensor that satisfies

U×V = [U]×V. (A.3)

Thus, we can write

U×V = [V]⊤×U, (A.4)

and we also note that

curlV ×U = [curlV]×U = 2(∇V)WU. (A.5)

As well, let us recall that

U× (V ×W) = (U ·W)V − (U ·V)W. (A.6)

Particularly, consider y the micro-scale coordinate vector. In a Cartesian coordinate
system, it is y = (y1, y2, y3)

⊤, with yi = y · ei. Therefore, tensor [y]× reads

[y]× =

 0 −y3 y2
y3 0 −y1
−y2 y1 0

 . (A.7)

In addition, [y]⊤× = −[y]×.
The curl of a second order tensor L is defined as the second order tensor curlL that,

for any constant vector V, satisfies the following

(curlL)V = curl(LV). (A.8)

Observe that in Cartesian coordinates it is

curlL = [ϵ]imn
∂[L]nj
∂xm

(ei ⊗ ej), (A.9)
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where ϵ is the Levi-Civita third-order tensor, whose components in three spatial dimen-
sions are defined as follows

[ϵ]ijk =


1 if (i, j, k) is an even permutation of (1, 2, 3),

−1 if (i, j, k) is an odd permutation of (1, 2, 3),

0 if i = j or j = k or i = k.

(A.10)

Appendix B. Derivation of tangent operators

The first step to characterize the tangent relations between the homogenised dual en-
tities (D|x ,H|x) and the primal variables (E|x ,C|x) consists in deriving the variational

problem (4.11) to characterize the tangent relation between Ẽµ and the pair (E|x ,C|x).
This implies establishing the expression of the Gâteaux derivative of operator Mµ from
(4.12), with respect to the pair (E|x ,C|x).
Consider problem (4.11), but instead of E|x we put E|x + τδE|x . This perturbation will

yield a perturbation in the fluctuation field of the form Ẽµ + τδEẼµ. After taking the
derivative with respect to τ , and making τ = 0, the linear problem reads∫

Ωµ

(
µ−1

rµ curly δEẼµ · curly ˆ̃Eµ − k2
0εrµ

(
δE|x + δEẼµ

)
· ˆ̃Eµ

)
dΩµ = 0 ∀ ˆ̃Eµ ∈ Ṽµ. (B.1)

For a given δE|x , this variational equation amounts to find δEẼµ ∈ Ṽµ such that∫
Ωµ

(
µ−1

rµ curly δEẼµ · curly ˆ̃Eµ − k2
0εrµδEẼµ · ˆ̃Eµ

)
dΩµ =∫

Ωµ

k2
0εrµδE|x ·

ˆ̃EµdΩµ ∀ ˆ̃Eµ ∈ Ṽµ. (B.2)

Expression (B.2) defines the following tangent operator

δEẼµ = δMµ((E|x ,C|x), (δE|x ,0))

=
d

dτ
Mµ(E|x + τδE|x ,C|x)

∣∣∣∣
τ=0

= MEδE|x . (B.3)

Since the variational problem (B.2) is uncoupled and linear, we can write δEẼµ in terms

of the Cartesian components of δE|x as δEẼµ = [δE|x ]i U
(i)
µ , where [δE|x ]i = δE|x · ei

and U
(i)
µ ∈ Ṽµ, for i = 1, 2, 3, solve the set of canonical variational problems (4.22). In

addition, we have δEẼµ = (δE|x ·ej)[U
(j)
µ ]i ei = [U

(j)
µ ]i (ei⊗ej)δE|x , with [U

(j)
µ ]i = U

(j)
µ ·ei.

From these elements, the tangent operator (B.3) can be characterised by

ME = [U(j)
µ ]i (ei ⊗ ej). (B.4)

Similarly, consider the same problem (4.11), but now instead of C|x we insert C|x +
τδC|x . Such a perturbation will result in a modification of the fluctuation field of the

form Ẽµ + τδCẼµ. After taking the derivative with respect to τ , and making τ = 0, the
corresponding linear problem is∫

Ωµ

[
µ−1

rµ

(
δC|x + curly δCẼµ

)
· curly ˆ̃Eµ

− k2
0εrµ

(
1

2
δC|x × y + δCẼµ

)
· ˆ̃Eµ

]
dΩµ = 0 ∀ ˆ̃Eµ ∈ Ṽµ. (B.5)



20

Therefore, given δC|x , the above variational equation implies finding δCẼµ ∈ Ṽµ such
that∫

Ωµ

(
µ−1

rµ curly δCẼµ · curly ˆ̃Eµ − k2
0εrµδCẼµ · ˆ̃Eµ

)
dΩµ =∫

Ωµ

[
− µ−1

rµ δC|x · curly
ˆ̃Eµ +

1

2
k2
0εrµ(δC|x × y) · ˆ̃Eµ

]
dΩµ ∀ ˆ̃Eµ ∈ Ṽµ. (B.6)

In this case, expression (B.6) defines the following tangent operator

δCẼµ = δMµ((E|x ,C|x), (0, δC|x))

=
d

dτ
Mµ(E|x ,C|x + τδC|x)

∣∣∣∣
τ=0

= MCδC|x . (B.7)

Following the same steps as before, we define δCẼµ = [δC|x ]iV
(i)
µ , where V

(i)
µ ∈ Ṽµ, for

i = 1, 2, 3, solve the set of canonical variational problems (4.23). Therefore, the tangent
operator from (B.7) can be characterised by

MC = [V(j)
µ ]i (ei ⊗ ej). (B.8)

Now, we can write (4.7) as follows

D|x(E|x ,C|x) =

(
1

|Ωµ|

∫
Ωµ

εrµdΩµ

)
E|x

+
1

2

(
1

|Ωµ|

∫
Ωµ

εrµ [y]
⊤
×

)
C|x

+
1

|Ωµ|

∫
Ωµ

εrµẼµ(E|x ,C|x)dΩµ. (B.9)

The last term above brings additional high-order terms to the homogenisation of the
displacement field D. The expression (B.9) above is the multiscale version of (2.8). In
fact, using (B.3) and (B.7), we can write now the following tangent relation

d

dτ
D|x(E|x + τδE|x ,C|x + τδC|x)

∣∣∣∣
τ=0

= (DED|x)δE|x + (DCD|x)δC|x . (B.10)

where DED|x and DCD|x are second-order tensors defined as

DED|x =
1

|Ωµ|

∫
Ωµ

εrµ(I+ME)dΩµ, (B.11)

DCD|x =
1

|Ωµ|

∫
Ωµ

εrµ

(
1

2
[y]⊤× +MC

)
dΩµ. (B.12)

From the definitions (4.14), the effective electric relative permittivity is

εeff :=
1

|Ωµ|

∫
Ωµ

εrµ
(
I+ME

)
dΩµ. (B.13)
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Analogously, we can write (4.10) as follows

H|x(E|x ,C|x) =

(
1

|Ωµ|

∫
Ωµ

µ−1
rµ dΩµ

)
C|x

+
1

|Ωµ|

∫
Ωµ

µ−1
rµ curly Ẽµ(E|x ,C|x)dΩµ

− 1

2
k2
0

(
1

|Ωµ|

∫
Ωµ

[y]×εrµdΩµ

)
E|x

− 1

4
k2
0

(
1

|Ωµ|

∫
Ωµ

[y]×εrµ [y]
T
×dΩµ

)
C|x

− 1

2
k2
0

1

|Ωµ|

∫
Ωµ

[y]×εrµẼµ(E|x ,C|x)dΩµ. (B.14)

Rearranging terms, results

H|x(E|x ,C|x) =

(
1

|Ωµ|

∫
Ωµ

[
µ−1

rµ − 1

4
k2
0[y]×εrµ [y]

T
×

]
dΩµ

)
C|x

− 1

2
k2
0

(
1

|Ωµ|

∫
Ωµ

[y]×εrµdΩµ

)
E|x

+
1

|Ωµ|

∫
Ωµ

[
µ−1

rµ curly Ẽµ(E|x ,C|x)−
1

2
k2
0[y]×εrµẼµ(E|x ,C|x)

]
dΩµ. (B.15)

As before, the last term in the previous expression accounts for the effect of high-order
terms in the homogenisation of the magnetizing field H. The previous expression (B.15)
is the multiscale version of (2.9). Hence, from (B.3) and (B.7) we can write now the
following tangent relation

d

dτ
H|x(E|x + τδE|x ,C|x + τδC|x)

∣∣∣∣
τ=0

= (DEH|x)E|x + (DCH|x)C|x . (B.16)

where DEH|x and DCH|x are second-order tensors defined as

DEH|x =
1

|Ωµ|

∫
Ωµ

[
− 1

2
k2
0[y]×εrµ(I+ME) + µ−1

rµ curly ME

]
dΩµ, (B.17)

DCH|x =
1

|Ωµ|

∫
Ωµ

[
µ−1

rµ (I+ curly MC)−
1

2
k2
0[y]×εrµ

(
1

2
[y]T× +MC

)]
dΩµ. (B.18)

Hence, the inverse of the effective magnetic relative permeability is defined as

µ−1
eff :=

1

|Ωµ|

∫
Ωµ

[
µ−1

rµ (I+ curly MC)−
1

2
k2
0[y]×εrµ

(
1

2
[y]T× +MC

)]
dΩµ. (B.19)

Appendix C. On the imposition of the volume constraint

Here we describe the method for imposing the volume constraint (3.12). The char-
acterisation of the tangent operators (B.3) and (B.7) requires the solution of problems
(4.22) and (4.23), respectively. According to the assumption of periodic micro-structured
material, these problems have to be solved in the space VP

µ defined in (3.18).
At the algebraic level, after a proper approximation of the functional spaces was intro-

duced, say ṼP ⊂ VP
µ , these problems amount to solve a system of linear equations of the

form
AẼ · Ê = f · Ê ∀Ê ∈ ṼP , (C.1)
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where ṼP is the finite-dimensional space in which the approximate solution is sought,
noting that it contains a boundary constraint related to the periodic assumption, and the
volume constraint (3.12).

Also, (C.1) can be interpreted as follows

AẼ− f ⊥ ṼP . (C.2)

In practice, the prescription of periodic boundary conditions is relatively straightforward
and does not present challenges for the computational implementation.

In turn, volume constraint (3.12) involves coupling all the degrees of freedom in the
expansion of the approximate solution. One approach to address this problem is to write
an augmented system where the constraint has been removed from the space ṼP using a
Lagrange multiplier, say λ ∈ C3. Hence, the augmented algebraic system reads as follows(

Ap B
BT O

)(
Ẽp

λp

)
=

(
fp
0

)
, (C.3)

where O ∈ C3×3 is the null matrix, 0 ∈ C3 is the null vector, block matrix B ∈ C3m×3

stands for the discrete counterpart of the average operator, and BT ∈ C3×3m its transpose,
being m the number of independent nodes in the finite element mesh (after removing
the nodes with the periodic boundary condition). Index p indicates that the operator
Ap ∈ C3m×3m and vector fp ∈ C3m have been reduced consistently with the periodic

boundary condition, and therefore, the solution (Ẽp,λp) ∈ C3m × C3 corresponds to that
particular choice of boundary conditions.

Manipulating the first equation from (C.3), we get

ApẼp = fp − Bλp, (C.4)

then, using the second equation from (C.3), we obtain

BT Ẽp = BTA−1
p (fp − Bλp) = 0. (C.5)

The explicit form of the Lagrange multiplier results from solving the following system of
three equations and three unknowns

[BTA−1
p B]λp = BTA−1

p fp. (C.6)

That is

λp = [BTA−1
p B]−1BTA−1

p fp. (C.7)

Replacing (C.7) into (C.4) yields

ApẼp = fp − B[BTA−1
p B]−1BTA−1

p fp, (C.8)

Importantly, it is not necessary to compute the explicit form of A−1
p . Instead, we have to

solve the following auxiliary problems

Apy = fp, (C.9)

ApZ = B, (C.10)

where y ∈ C3m, and Z ∈ C3m×3. Hence, (C.7) results

λp = [BTZ]−1BTy, (C.11)

and (C.8) becomes

ApẼp = fp − B[BTZ]−1BTy. (C.12)

Note that matrix BTZ ∈ C3×3 is not expensive to invert. In turn, problem (C.9) and each
one of the 3 problems (C.10) have the same cost as the original problem, all with size 3m.
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(P.J. Blanco) Laboratório Nacional de Computação Cient́ıfica, Coordenação de Métodos
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