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Abstract. Time-fractional diffusion equations draw attention of many mathematicians
from various fields in the recent past because of its widely known applicable aspects. In
this paper, a time-fractional inverse source problem is considered and analyzed through
two interconnected streams for a broader understanding. Firstly, we establish the iden-
tifiability of this inverse problem by proving the existence of its unique solution with re-
spect to the observed data inside the domain. Later on, in the second phase, our inverse
problem is rewritten in its weaker form of a topology optimization problem involving a
quadratic mismatch functional enhanced with a regularization term which penalizes the
perimeter of the support of the source to be reconstructed. Existence of the minimizer is
proved using the classical techniques of calculus of variations. To the end, a noniterative
reconstruction algorithm is devised with the help of the topological derivative method.
Finally, some numerical experiments are presented to support our findings. To conclude,
few remarks are mentioned about the significance and benefits of the use of topological
derivatives for the analysis of the problems as considered in this article.

1. Introduction

During the last two decades, the time-fractional diffusion equations (FDEs) have been
considered by several authors for different fields of sciences and engineering, particularly
the inverse problems of FDEs have attracted wide attention [23]. From a physical view-
point the FDE is obtained from a fractional Fick law which describes transport processes
with long memory. In this paper, we address an inverse source problem governed by the
two-dimensional time-fractional diffusion equation. The major difficulty of this inverse
problem concerns the unidentifiability of general sources term [24, Section 1.3.1]. More
precisely, in that paper, Kian, Soccorsi, Xue and Yamamoto proved that this inverse
problem is ill-posed in the sense that the source (to be reconstruct) in its general form
cannot be uniquely identified from boundary or local internal observation data. In order
to overcome this difficulty, in this article, we propose to write the source term by means
of separation of variables. Hence, the main aim is to reconstruct the spatial compo-
nent (with an unknown support) present in the source term of a time-fractional diffusion
equation with the help of internal partial measurements. This problem is motivated by
several applications in anomalous diffusion phenomena [5, 10, 15, 28, 40]. More precisely,
where anomalous diffusion is seriously concerned with environmental problems, such as
evaluating the density of underground contaminants [50].

The reconstruction of the spatial component in the source term of a time-fractional
diffusion equation from final observation data or boundary measurements has been the
subject of several theoretical and numerical research works. Sakamoto and Yamamoto
[38] discussed an inverse problem of determining a spatially varying function of the source
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by final overdetermining data, while Wang et al. [44] used a reproducing kernel space
method to solve an inverse space-dependent source problem from the final observation
data. Then, Wei and Wang [46, 47] proposed a modified quasi-boundary value method
for identifying the space-dependent source term with the help of final observation data.
Wang et al. [43] used the Tikhonov regularization method and a simplified Tikhonov
regularization method to solve the inverse space-dependent problem and established the
convergence estimates. Jiang et al. [20, 21] proved the uniqueness for determining the
space-dependent source term by the partial interior observation and developed an iterative
threshold algorithm. Zhang and Xu [49] determined the space-dependent source term
from the Cauchy data at one end x = 0 and proposed a numerical method to solve the
corresponding inverse problem. Recently, Rundell and Zhang [37] determined a source
which is supported in a geometrical domain from external boundary measurements.

Inverse source problems, similar to the ones as mentioned above, arise in many impor-
tant applications and have received considerable attention recently. The determination
of the time-dependent source term in the time-fractional diffusion equation is one such
problem, see [27, 39, 45, 48].

In most of the works mentioned above, the proposed geometric reconstruction ap-
proaches is based on iterative algorithms with the help of final observation data or bound-
ary measurements. In the present paper, we address the problem of multiple anomalies
reconstruction using local internal observation data. More precisely, we aim to recon-
struct an unknown space-dependent source term which is supported in D∗ ⊂ Ω from a
local interior measurement of the associated potential taken within an arbitrary sub-region
Ω0 ⊂ Ω, where Ω ⊂ R2. In order to overcome the ill-posedness, the considered inverse
problem is reformulated as a topology optimization one where the mass distribution is the
unknown variable. The topology optimization consists in minimizing a least-square func-
tional enhanced with a regularization term which penalizes the perimeter of the unknown
support of the space-dependent source term. This least-square functional measures the
difference between the observed values and the fitted values provided by the model in
the sub-region Ω0 ⊂ Ω. To reconstruct the location, size, shape and number of the mass
density distributions in the geometrical domain Ω, we propose an approach based on the
second-order topological derivative method. The topological sensitivity analysis is used
to estimate the variation of the least-squares functional with respect to a finite number
of ball-shaped trial anomalies. The second-order topological gradient is exploited to de-
velop an efficient and fast noniterative reconstruction algorithm. The main advantages
of our numerical procedure are justified by some numerical experiments. This approach
has been successfully implemented for a similar problem [36] where the available data is
concentrated on a part of boundary instead of the interior of domain. Therefore, because
of the difference in nature of mathematical issues in current paper and [36], the selec-
tion of the cost functional is different. Consequently, the whole analysis takes a different
course. It is important to add here that, in this paper, we adopted a new computational
algorithmic approach according to the current challenges in comparison to [36] in order
to obtain better numerical results.

The rest of this paper is organized as follows. Section 2 states the inverse source problem
and formulates it as a topology optimization one. In Section 3, we discuss the identifi-
ability issue of the inverse problem, whereas, in Section 4, we introduce some notations
and present some theoretical results concerning existence, stability, and regularization
property of the considered optimization problem. Then, in Section 5, we present the
definitions of first-order and higher-order topological derivatives including an asymptotic
expansion of a least-square functional with respect to a finite number of circular anom-
alies. The resulting Newton-type method is presented in Section 6, together with the
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associated reconstruction algorithm. Finally, in Section 7, we present numerical examples
that demonstrate the effectiveness of the devised reconstruction algorithm.

2. Problem formulation

Let Ω be an open bounded domain in R2 with sufficiently smooth boundary ∂Ω and
T > 0. For a given 0 < α < 1, by ∂αt , we denote the Caputo derivative [25], defined as

∂αt g(t) :=
1

Γ(1 − α)

∫ t

0

(t− τ)−αg′(τ) dτ, 0 < t < T, (2.1)

where g′(τ) is the classical first-order derivative of g with respect to variable τ and

Γ(z) =

∫ ∞

0

sz−1e−s ds, for R{z} > 0, (2.2)

denotes Euler’s Gamma function with R{·} being the real part of {·}. We consider the
following time-fractional diffusion equation with the homogeneous Dirichlet boundary
data  ∂αt ψ(x, t) − ∆ψ(x, t) + ψ(x, t) = f ∗(x)µ(t), (x, t) ∈ Ω × (0, T ),

ψ(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ),
ψ(x, 0) = 0, x ∈ Ω.

(2.3)

The source term in (2.3) receives contribution from space and time variables in a decom-
posed format. The component f ∗ models the spatial counterpart whereas µ is a temporal
one which describes the time evolution pattern. Recall that the model problem in (2.3)
is a typical representative of a wide range of time-fractional diffusion equations, which
were proposed as a powerful candidate for describing anomalous diffusion phenomena in
heterogenous media, see for example, [2, 16] and the references therein.

Let Ω0 be a nonempty open sub-domain in Ω. The problem, we investigate in this
article, is about determining the spatial component of the source term f ∗ in Ω from
internal measurements of ψ in Ω0 × (0, T ) such that µ is a given non-null function in
C1([0, T ]) satisfying µ(0) ̸= 0.

Based on the underlying physical motivation as mentioned in the introduction, the
spatial component of the source term f ∗ which needs to be determined, can be modeled
here as a mass density distribution, namely,

f ∗ = χD∗ , (2.4)

where χD∗ is the characteristic function of the unknown sub-domain D∗ ⊂ Ω\Ω0.
In order to present the considered inverse source problem, we first introduce the set of

the admissible solutions. It contains the characteristic functions having the form

A(Ω) =
{
f ∈ L∞(Ω) : f = χD, D ⊂ Ω\Ω0

}
,

where D is an open set having a uniform Lipschitz boundary ∂D in the sense of [17,
Definition 2.4.5]. For each element f = χD belonging to A(Ω), we denote by u[f ] the
solution to the following boundary value problem ∂αt u[f ] − ∆u[f ] + u[f ] = fµ in Ω × (0, T ),

u[f ] = 0 on ∂Ω × (0, T ),
u[f ](., 0) = 0 in Ω.

(2.5)

Assuming that the measured data ψ|Ω0×(0,T )
is known in Ω0 × (0, T ) with ψ being the

potential related to the actual spatial-dependent source term f ∗ = χD∗ , (i.e. ψ solves
(2.3)), the inverse problem to be solved consists in finding the spatial component f ∗ =
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χD∗ ∈ A(Ω) such that the associated potential u[f ] is the best possible approximation (in
the most appropriate sense) of the measured data in Ω0 × (0, T ).

According to this observation, the inverse reconstruction problem can be formulated as
a topological optimization one consisting in minimizing the discrepancy

J(f) =

∫ T

0

(∫
Ω0

∣∣∣u[f ] − ψ
∣∣∣2dx)dt. (2.6)

On the other hand, in practical applications the observation data ψ|Ω0×(0,T )
cannot be

measured with complete precision: noise is intrinsically attached with any measurement
method. Thus, we consider ψσ as an internal measured data which is assumed to satisfy
the following condition: ∥∥∥ψ − ψσ

∥∥∥
L2(Ω0×(0,T ))

≤ σ, (2.7)

where σ > 0 is the amplitude of noise in the data.
It is well known that this inverse problem is ill-posed in the sense of Hadamard and the

solution is very sensitive to the measured data, which causes severe numerical instabilities.
We consider the standard approach to tackle the ill-posedness of the problem via the
minimization of the least-square functional with a Tikhonov regularization penalizing the
perimeter of the set D. More precisely, we consider Minimize J (f) :=

∫ T

0

(∫
Ω0

∣∣∣u[f ] − ψσ
∣∣∣2dx)dt+ γPer(D),

subject to f = χD ∈ A(Ω) and u[f ] being the solution of (2.5),

(2.8)

where γ > 0 represents the regularization parameter and Per(D) denotes the relative
perimeter of D in Ω which is defined according to the De Giorgi formula

Per(D) = sup
{∫

D
div ϕ

∣∣∣ ϕ ∈ C1
c (Ω,R2), ∥ϕ∥∞ ≤ 1

}
, (2.9)

where C1
c (Ω,R2) is the space of continuously differentiable functions with compact support

in Ω and ∥ · ∥∞ is the essential supremum norm.

Remark 1.

(1) In the two-dimensional case, the scaling property of the perimeter is

Per(τD) = τPer(D) for every τ > 0. (2.10)

(2) In the case of a Lipschitz domain D the perimeter Per(D) of D coincides with the
1-dimensional Hausdorff measure H(∂D) of ∂D; i.e.

Per(D) = H(∂D), (2.11)

where ∂D is the topological boundary of D. See, [17] for details. Moreover, when
Per(D) = H(∂D) < ∞, we say that D has a finite perimeter or is a Cacciopolli
set. This latter condition is equivalent to

H(∂D\∂∗D) = 0, (2.12)

where ∂∗D is the reduced boundary of the set D in the De Giorgi sense [12]. In
addition, this condition implies that the perimeter Per(D) coincides with the Total
Variation (TV) of the distributional gradient of the characteristic function of D,
namely (see, e.g., [17, Corollary 2.3.5]):

Per(D) = TV
(
χD,Ω

)
= |∇χD|(Ω). (2.13)
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(3) It is important to observe that the homogeneous Dirichlet condition is considered
in the boundary value problem (2.3) just for the sake of simplicity, though the
entire analysis of this article also works for any non homogeneous data, with a
similar technical analysis. In this case, to obtain an analytical solution of the
nonhomogeneous time-fractional diffusion problem (2.3) or (2.5), Chen et al. [9]
proposed an approach based on the separation of variables, where the solution is
given in the form of the multivariate Mittag-Leffler function. Later, Jiang et al.
[22] generalized this result for the multi-term time-fractional diffusion equation.

3. Identifiability

In this section, we will discuss the identifiability question related to the considered
inverse problem. Before that, we recall the unique continuation result of problem (2.3)
stated in [20, Theorem 2.6].

Lemma 2. Let Ω0 ⊂ Ω be an arbitrarily chosen open sub-domain and v is the solution of
the following boundary value problem ∂αt v(x, t) − ∆v(x, t) + v(x, t) = h(x)ν(t), (x, t) ∈ Ω × (0, T ),

v(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ),
v(x, 0) = 0, x ∈ Ω.

Assume that h belongs to the finite energy space L2(Ω) and ν ∈ C1([0, T ]) with ν(0) ̸= 0.
Then v = 0 in Ω0 × (0, T ) implies h = 0 in Ω.

Now we present the main result of this section, the identifiability of the spatial compo-
nent f ∗ in problem (2.3)-(2.4) from the internal observation data.

Theorem 3. For a given µ ∈ C1([0, T ]) with µ(0) ̸= 0 and a nonempty open sub-domain
Ω0 ⊂ Ω , let f ∗

j = χD∗
j
, j = {1, 2} such that the solutions ψj of the problems ∂αt ψj − ∆ψj + ψj = f ∗

j µ in Ω × (0, T ),
ψj = 0 on ∂Ω × (0, T ),

ψj(., 0) = 0 in Ω,
(3.1)

satisfy

ψ1 = ψ2 in Ω0 × (0, T ), (3.2)

then f ∗
1 = f ∗

2 , i.e. D∗
1 = D∗

2.

Proof. Let w2,1 be the difference of ψ1 from ψ2, i.e. w2,1 = ψ2 − ψ1, then it is a solution
of the boundary value problem ∂αt w2,1 − ∆w2,1 + w2,1 = f ∗

2,1 in Ω × (0, T ),
w2,1 = 0 on ∂Ω × (0, T ),

w2,1(., 0) = 0 in Ω,

where f ∗
2,1(x, t) = µ(t)

(
χD∗

2
(x) − χD∗

1
(x)

)
. From (3.2), we have

w2,1 = 0 in Ω0 × (0, T ).

Thus, from Lemma 2, we deduce that

χD∗
2
− χD∗

1
= 0.

Hence D∗
2 = D∗

1. □

Remark 4. In simple words, Theorem 3 indicates the one to one correspondence between
the measured data in Ω0 and the unknown spatial component of the source term f ∗ which
we are interested to reconstruct.
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4. Analysis of the optimization problem

In this section, we present three main theoretical results related to the optimization
problem (2.8). The first one is devoted to an existence result of an optimal solution.
The second one is concerned with its stability. The last one concerns the convergence of
minimizers as γ → 0 to the solution of the inverse problem. We start our analysis by
introducing some definitions as well as some useful preliminary results.

4.1. Notations and auxiliary results. For 1 ≤ p < ∞, let Lp(Ω), H1
0 (Ω) and H2(Ω)

be the usual classical Lebesgue and Sobolev spaces. By Hα(0, T ) with α ∈ (0, 1), we
denote the Sobolev-Slobodecki space with the norm ∥ · ∥Hα(0,T ) defined by (see Adams [3,
Chapter VII])

∥g∥Hα(0,T ) =
(
∥g∥2L2(0,T ) +

∫ T

0

∫ T

0

|g(t) − g(s)|2

|t− s|1+2α
dtds

)1/2

.

Moreover, for the solution regularity of the forward problem, we define the fractional
Sobolev spaces 0H

α(0, T ) as (see, e.g., Kubica, Ryszewska and Yamamoto [26])

0H
α(0, T ) =


Hα(0, T ), if 0 < α < 1/2,{
g ∈ H1/2(0, T ) :

∫ T

0

|g(t)|2

t
dt <∞

}
, if α = 1/2,{

g ∈ Hα(0, T ) : g(0) = 0
}
, if 1/2 < α < 1.

In addition, the norm in 0H
α(0, T ) is equivalent to

∥g∥ 0Hα(0,T ) =


∥g∥Hα(0,T ), 0 < α < 1, α ̸= 1/2,(
∥g∥2

H1/2(0,T )
+

∫ T

0

|g(t)|2

t
dt
)1/2

, α = 1/2.

In a Banach space Y , we denote the weak convergence of a sequence {Xn}n to X by

Xn ⇀ X in Y as n→ ∞.

Now, we need some auxiliary results, which will be used in the sequel.

Definition 5. (see [17, Definition 2.4.1]). For ξ being a unitary vector of Rd, d ≥ 2, τ a
strictly positive real number and y ∈ Rd, the set defined by

C(y, ξ, τ) =
{
x ∈ Rd : ⟨x− y, ξ⟩Rd ≥ cos(τ)∥x− y∥Rd and 0 < ∥x− y∥Rd < τ

}
is called a cone with vertex y, direction ξ, and dimension τ. Here ⟨., .⟩Rd is the euclidean
scalar product of Rd and ∥.∥Rd is the associated euclidean norm. Moreover, an open set
O of Rd verifies the τ -cone property, if for every x ∈ ∂O, there exists a unitary vector ξx
in Rd such that for each y ∈ O∩B(x, τ), C(y, ξx, τ) ⊂ O, where B(x, τ) denotes the open
ball with center x and radius τ.

The “cone property” concept was introduced by Chenais [11] in the study of an optimal
control problem governed by an elliptic partial differential equation where the control is a
bounded set in Rd. Particularly, the existence of the optimal control was obtained with the
help of an equivalent between the cone condition and uniform Lipschitz condition. More
precisely, Chenais proved that the open sets satisfying the “cone property” are equivalent
to the following “uniform Lipschitz sets” (also one can see [17, Theorem 2.4.10]).

Definition 6. (see [17, Definition 2.4.5]). We say that a subset D of Rd has a uniform
Lipschitz boundary if there are some uniform constants L0, b, r0 such that for any point s0
in the boundary ∂D there exists an orthonormal system of coordinates with origin at s0,
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a cylinder K = Br0(s0) × (−b, b), and a function φ : Br0(s0) → [−b, b] which is Lipschitz,
with constant L0 and φ(0) = 0 such that

∂D ∩K =
{

(x, φ(x)) : x ∈ K
}
,

D ∩K =
{

(x, xN) ∈ K : xN > φ(y)
}
.

Here Br0(s0) is an open ball of radius r0 centred at s0 in Rd−1.

Definition 7. (see [17, Definition 2.2.3]). Let {Dn}n≥1 and D be (Lebesgue) measurable
sets of Rd (d ∈ {2, 3}). It is said that Dn converges to D in the sense of characteristic
functions as n→ ∞ if

χDn −→ χD in Lp
loc(R

d) ∀p ∈ [1,+∞[.

Consider the class of domains

Uτ =
{
D open, D ⊂ Ω, D has the τ − cone property

}
. (4.1)

In the above class of domains, we assume that the real number τ > 0 is fixed. This
condition gives the link between the set of the admissible solutions A(Ω) and the set of
admissible shapes Uτ . In addition, the set of domains Uτ enjoys the following compactness
property:

Lemma 8. (see [17, Theorem 2.4.10]). Let {Dn}n be a sequence in the class Uτ . Then,
up to a subsequence, still labelled by n, Dn converges to some D∗ ∈ Uτ , in the sense of
characteristic functions.

The well-posedness of the boundary value problem (2.5) is provided by the following
lemma.

Lemma 9. Let f ∈ L2(Ω), µ ∈ L∞(0, T ), and 0 < α < 1. Then the boundary value
problem (2.5) admits a unique solution u[f ] in

0H
α(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω) ∩H1

0 (Ω)) ∩ C([0, T ];L2(Ω)).

Moreover, there exists a constant c > 0 depending on Ω, T, α and µ such that∥∥∥u[f ]
∥∥∥
Hα(0,T ;L2(Ω))

+
∥∥∥u[f ]

∥∥∥
L2(0,T ;H2(Ω))

+
∥∥∥u[f ]

∥∥∥
C([0,T ];L2(Ω))

≤ c
∥∥∥f∥∥∥

L2(Ω)
. (4.2)

Proof. The proof of this Lemma is a simple consequence of [20, Lemma 2.4] and [38,
Theorem 2.2(i)]. □

Definition 10. (see [25]). Let g ∈ L2(0, T ), then for α > 0 the Riemann-Liouville left-
and right-sided fractional integrals are defined by

Jα
0+g(t) =

1

Γ(α)

∫ t

0

g(s)

(t− s)1−α
ds, 0 < t ≤ T, (4.3)

and

Jα
T−g(t) =

1

Γ(α)

∫ T

t

g(s)

(t− s)1−α
ds, 0 < t ≤ T, (4.4)

respectively. Therefore the Caputo derivative ∂αt can be expressed as

∂αt g(t) = J1−α
0+ g′(t). (4.5)

Lemma 11. (see [20, Lemma 4.1]). For 0 < α < 1 and θ1, θ2 ∈ L2(0, T ), one has∫ T

0

(
Jα
0+θ1(t)

)
θ2(t) dt =

∫ T

0

θ1(t)
(
Jα
T−θ2(t)

)
dt. (4.6)
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Lemma 12. Let θ ∈ 0H
α(0, T ) ∩ C([0, T ]) and l ∈ C1([0, T ]). Then∫ T

0

(
∂αt θ

)
l dt = θ(T )J1−α

T− l(T ) − θ(0)J1−α
T− l(0) −

∫ T

0

θ
(
J1−α
T− l

)′
dt. (4.7)

Proof. Let {θn}n be a sequence in C∞([0, T ]) such that θn → θ in 0H
α(0, T ) ∩ C([0, T ])

as n → ∞. Then for each n = 1, 2, ..., we apply Lemma 11 and the usual integration by
parts to derive∫ T

0

(
∂αt θn

)
l dt =

∫ T

0

(
J1−α
0+ θ′n

)
l dt =

∫ T

0

θ′n

(
J1−α
T− l

)
dt

=
[
θn

(
J1−α
T− l

)]T
0
−

∫ T

0

θn

(
J1−α
T− l

)′
dt

= θn(T )J1−α
T− l(T ) − θn(0)J1−α

T− l(0) −
∫ T

0

θn

(
J1−α
T− l

)′
dt.

Hence, we get the desired result by passing the limit n → ∞ on both sides of the above
equality. □

The uniform Lipschitz boundary condition of the sub-domain D in the set of admissi-
ble solutions A(Ω) is relevant for the existence of optimal solutions of the optimization
problem (2.8), which will be discussed in the next section.

4.2. Existence of a minimizer. This section is concerned with the existence of an
optimal solution to the considered problem (2.8). The obtained result is summarized in
the following theorem.

Theorem 13. For any ψσ ∈ L2(Ω0 × (0;T )), there exists at least one solution to the
minimization problem (2.8).

Proof. Since the function J from (2.8) is non-negative, it is clear that inf
f∈A(Ω)

J (f) is finite.

Therefore, there exists a minimizing sequence {fn = χDn}n ⊂ A(Ω) such that

lim
n→∞

J (fn) = inf
f∈A(Ω)

J (f).

From the definition of the set of admissible solutions and the equivalent between the τ -
cone property and uniform Lipschitz boundary [17, Theorem 2.4.10], it is obvious that the
sequence of sub-domains {Dn}n ⊂ Uτ . Due to the compactness property of Uτ mentioned
in Lemma 8, there exists D∗ ∈ Uτ and a subsequence, still labelled by n, such that

fn = χDn −→ f ∗ = χD∗ in L1(Ω) as n→ ∞.

In addition, from the definition of Uτ and [17, Theorem 2.4.10], we have D∗ is an open
set with uniform Lipschitz boundary ∂D∗. Consequently,

f ∗ = χD∗ ∈ A(Ω).

Now, we prove that f ∗ = χD∗ is indeed a minimizer to (2.8). For each n ∈ N, let
us consider u[fn] the solution of the boundary value problem (2.5) with f = fn. From
Lemma 9, we can deduce that the sequence {u[fn]}n is bounded in 0H

α(0, T ;L2(Ω)) ∩
L2(0, T ;H2(Ω) ∩ H1

0 (Ω)). This indicates the existence of some u∗ in 0H
α(0, T ;L2(Ω)) ∩

L2(0, T ;H2(Ω)∩H1
0 (Ω)) and a sub-sequence of {u[fn]}n, again still denoted by {u[fn]}n,

such that

u[fn] ⇀ u∗ in 0H
α(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω) ∩H1

0 (Ω)) as n→ ∞. (4.8)
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We claim

u∗ = u[f ∗]. (4.9)

On the other hand, the weak variational formulation of (2.5) implies∫ T

0

∫
Ω

(
∂αt u[fn]ϑ+ ∇u[fn].∇ϑ+ u[fn]ϑ

)
dxdt =∫ T

0

∫
Ω

fnµϑdxdt, ∀ϑ ∈ L2(0, T ;H1
0 (Ω)). (4.10)

Due to (4.8), it follows that

∂αt u[fn] ⇀ ∂αt u
∗ in L2(Ω × (0, T )) as n→ ∞, (4.11)

∇u[fn] ⇀ ∇u∗ in L2(Ω × (0, T ))2 as n→ ∞. (4.12)

Now, we pass to the limit as n→ ∞ in the above weak formulation of (2.5) to obtain∫ T

0

∫
Ω

(
∂αt u

∗ϑ+ ∇u∗.∇ϑ+ u∗ϑ
)

dxdt =

∫ T

0

∫
Ω

f ∗µϑ dxdt, (4.13)

for all ϑ ∈ L2(0, T ;H1
0 (Ω)). To conclude u∗ = u[f ∗], it remains to prove that u∗(., 0) = 0.

From Lemma 9, we have u[fn] ∈ 0H
α(0, T ;L2(Ω)) ∩ C([0, T ];L2(Ω)) which satisfies the

assumption of Lemma 12. Therefore, by taking φ ∈ C1([0, T ]) with J1−α
T− φ(T ) = 0 and

using Lemma 12, we obtain∫ T

0

(
∂αt u[fn]

)
φ dt = −u[fn](., 0)J1−α

T− φ(0) −
∫ T

0

u[fn]
(
J1−α
T− φ

)′
dt. (4.14)

Let θ ∈ L2(Ω) be an arbitrary function. By multiplying the above equation with θ and
then integrating it in space variable with the identity u[fn](., 0) = 0 in Ω, we have∫

Ω

∫ T

0

(
∂αt u[fn]

)
φθ dtdx = −

∫
Ω

∫ T

0

u[fn]
(
J1−α
T− φ

)′
θ dtdx. (4.15)

Passing n to infinity, from (4.8), one can obtain∫
Ω

∫ T

0

(
∂αt u

∗
)
φθ dtdx = −

∫
Ω

∫ T

0

u∗
(
J1−α
T− φ

)′
θ dtdx. (4.16)

On the other hand, we have∫
Ω

∫ T

0

(
∂αt u

∗
)
φθ dtdx = −

∫
Ω

u∗(., 0)J1−α
T− φ(0)θ dx (4.17)

−
∫
Ω

∫ T

0

u∗
(
J1−α
T− φ

)′
θ dtdx,

for any φ ∈ C1([0, T ]) with J1−α
T− φ(T ) = 0 and θ ∈ L2(Ω). Combining (4.14) and (4.17),

we obtain ∫
Ω

u∗(., 0)J1−α
T− φ(0)θ dx = 0, ∀θ ∈ L2(Ω). (4.18)

Consequently,

u∗(., 0) = 0. (4.19)

Therefore, it follows from (4.13)-(4.19) and the definition of weak solutions of (2.5) with
f = f ∗ implies that u∗ = u[f ∗]. Finally, by (4.8), we use the lower semi-continuity of
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the L2-norm and the lower semicontinuity property of the perimeter functional (see [12,
Section 5.2.1, Theorem 1]) to conclude

J (f ∗) =
∥∥∥u[f ∗] − ψσ

∥∥∥2

L2(Ω0×(0,T ))
+ γPer(D∗)

≤ lim
n→∞

inf
∥∥∥u[fn] − ψσ

∥∥∥2

L2(Ω0×(0,T ))
+ γ lim

n→∞
inf Per(Dn)

≤ lim
n→∞

inf J (fn) = inf
f∈A(Ω)

J (f).

Therefore, f ∗ is a minimizer to the minimization problem (2.8). □

From the definition of the set of admissible solutions, we deduce that A(Ω) can not
be a vector space. Moreover, the set A(Ω) is only a closed (not even convex) subset of
L∞(Ω). Hence, we wish to remark that the uniqueness of the minimizer (in A(Ω)) remains
an open question.

4.3. Stability. In this section, we justify the stability of (2.8), namely, the minimization
problem (2.8) is indeed a stabilization of the considered inverse problem with respect
to the perturbation in the measured data in Ω0 × (0, T )). More precisely, let {ψσ

n}n be
a sequence of measurements of ψσ in L2(Ω0 × (0, T )). For each n ∈ N, we denote by
fn = χDn ∈ A(Ω), the solution of the following minimization problem

Minimize
f∈A(Ω)

Jn(f), (4.20)

where the cost function Jn is defined as

Jn(f) :=

∫ T

0

(∫
Ω0

∣∣∣u[f ] − ψσ
n

∣∣∣2dx)dt+ γPer(D). (4.21)

In the following theorem, we examine the convergence of the sequence {fn = χDn}n when
the measured data ψσ

n → ψσ in L2(0, T ;L2(Ω0)) as n→ ∞.

Theorem 14. If ψσ
n tends to ψσ in L2(0, T ;L2(Ω0)) as n → ∞, then there exists a

subsequence of {fn = χDn}n, such that

fnk = χDnk → f ∗ = χD⋆ in L1(Ω) as k → ∞,

where f ∗ = χD⋆ ∈ A(Ω) is a minimizer of the optimization problem (2.8), with datum ψσ.

Proof. The existence of each fn = χDn is guaranteed by Theorem 13. According to
Lemma 8, there exists D∗ ∈ Uτ and a sub-sequence, still denoted by {Dn}n, such that

fn = χDn → f ∗ = χD⋆ in L1(Ω) as n→ ∞.

Now it suffices to show that f ∗ = χD∗ is indeed a minimizer of (2.8). Actually, repeating
the same argument as that in the proof of Theorem 13, we can derive the following
convergence up to a further sub-sequence still denoted by {Dn}n:

u[fn] ⇀ u[f ∗] in L2(0, T ;H2(Ω) ∩H1
0 (Ω)) as n→ ∞. (4.22)

Using the convergence of ψσ
n to ψσ in L2(0, T ;L2(Ω0)) as n → ∞ and from (4.22), we

obtain

u[fn] − ψσ
n ⇀ u[f ∗] − ψσ in L2(0, T ;L2(Ω0)) as n→ ∞.
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Consequently, for any f = χD ∈ A(Ω), again by the the lower semi-continuity of the
L2-norm and the lower semi-continuity of the perimeter, we can have

J (f ∗) =
∥∥∥u[f ∗] − ψσ

∥∥∥2

L2(Ω0×(0,T ))
+ γPer(D∗)

≤ lim
n→∞

inf
∥∥∥u[fn] − ψσ

n

∥∥∥2

L2(Ω0×(0,T ))
+ γ lim

n→∞
inf Per(Dn)

≤ lim
n→∞

inf
(∥∥∥u[fn] − ψσ

n

∥∥∥2

L2(Ω0×(0,T ))
+ γPer(Dn)

)
≤ lim

n→∞

(∥∥∥u[f ] − ψσ
n

∥∥∥2

L2(Ω0×(0,T ))
+ γPer(D)

)
=

∥∥∥u[f ] − ψσ
∥∥∥2

L2(Ω0×(0,T ))
+ γPer(D), ∀f ∈ A(Ω),

which verifies that f ∗ = χD∗ is a minimizer of (2.8). □

4.4. Regularization property. In this section, we prove that the solution to the op-
timization problem (2.8) converges as γ → 0 to the unique solution of the considered
inverse problem defined in Section 2.

Theorem 15. Assume a solution f ∗ = χD∗ ∈ A(Ω) to the inverse problem corresponding

to the datum ψ|Ω0×(0,T )
exists. For any σ > 0 let

(
γ(σ)

)
σ>0

be such that

γ(σ) −→ 0 as σ → 0. (4.23)

Furthermore, let fσ = χDσ be a solution to the optimization problem (2.8) with γ = γ(σ).
Then

Dσ → D∗

in the sense of characteristic functions as σ → 0.

Proof. For each σ, we denote by fσ = χDσ , the solution of the optimization problem (2.8)
with γ = γ(σ). By repeating the same argument as that in the proof of Theorem 13, we
can extract a subsequence of {fσ = χDσ}σ, for simplicity again denoted by {fσ = χDσ}σ,
such that

fσ = χDσ → f 0 = χD0 in L1(Ω) as σ → 0, (4.24)

for some f 0 = χD0 ∈ A(Ω).
Note that wσ = u[fσ] − u[f 0] is a solution to ∂αt wσ − ∆wσ + wσ = (fσ − f 0)µ in Ω × (0, T ),

wσ = 0 on ∂Ω × (0, T ),
wσ(., 0) = 0 in Ω.

(4.25)

By taking wσ as a test function in the weak formulation of the boundary value problem
(4.25), we get∫

Ω

(
∂αt wσ

)
wσdx+

∫
Ω

|∇wσ|2dx+

∫
Ω

|wσ|2dx =

∫
Ω

(
fσ − f 0)µwσdx. (4.26)

In the other hand, from the Alikhanov inequality [4, Lemma 1], we have

1

2

∫
Ω

∂αt w
2
σdx+

∫
Ω

|∇wσ|2dx+

∫
Ω

|wσ|2dx ≤
∣∣∣ ∫

Ω

(
fσ − f 0)µwσdx

∣∣∣. (4.27)



12

From the Cauchy-Schwarz inequality, we deduce that∥∥∥wσ

∥∥∥2

H1(Ω)
≤ ∥µ∥C1(0,T )

∣∣∣ ∫
Ω

(
fσ − f 0)wσdx

∣∣∣
≤ ∥µ∥C1(0,T )

∥∥∥fσ − f 0
∥∥∥
L2(Ω)

∥∥∥wσ

∥∥∥
L2(Ω)

≤ ∥µ∥C1(0,T )

∥∥∥fσ − f 0
∥∥∥
L2(Ω)

∥∥∥wσ

∥∥∥
H1(Ω)

.

Hence, ∥∥∥wσ

∥∥∥
H1(Ω)

≤ ∥µ∥C1(0,T )

∥∥∥fσ − f 0
∥∥∥
L2(Ω)

.

Consequently,∥∥∥u[fσ] − u[f 0]
∥∥∥
L2(0,T ;H1(Ω))

≤ T∥µ∥C1(0,T )

∥∥∥fσ − f 0
∥∥∥
L2(Ω)

= T∥µ∥C1(0,T )

∥∥∥fσ − f 0
∥∥∥1/2

L1(Ω)
.

By using the convergence results (4.24), we obtain

u[fσ] → u[f 0] in L2(0, T ;H1(Ω)) as σ → 0. (4.28)

Consider the solution f ∗ = χD∗ to the inverse problem corresponding to the measured
data ψ|Ω0×(0,T )

. As fσ = χDσ is a minimizer of the optimization problem (2.8) with γ =

γ(σ), we have by the minimization property∫ T

0

(∫
Ω0

∣∣∣u[fσ] − ψσ
∣∣∣2dx)dt+ γPer(Dσ) ≤

∫ T

0

(∫
Ω0

∣∣∣u[f ∗] − ψσ
∣∣∣2dx)dt+ γPer(D∗)

=

∫ T

0

(∫
Ω0

∣∣∣ψ − ψσ
∣∣∣2dx)dt+ γPer(D∗).

Consequently, from the condition (2.7), one can deduce that∫ T

0

(∫
Ω0

∣∣∣u[fσ] − ψσ
∣∣∣2dx)dt ≤ σ2 + γPer(D∗). (4.29)

Passing to the limit in (4.29) as σ → 0, from (4.23), we derive∫ T

0

(∫
Ω0

∣∣∣u[fσ] − ψσ
∣∣∣2dx)dt→ 0. (4.30)

On the other hand, we have∫ T

0

(∫
Ω0

∣∣∣u[fσ] − ψ
∣∣∣2dx)dt ≤

∫ T

0

(∫
Ω0

∣∣∣u[fσ] − ψσ
∣∣∣2dx)dt+

∫ T

0

(∫
Ω0

∣∣∣ψ − ψσ
∣∣∣2dx)dt.

By using the above convergence result (4.30) and the condition (2.7), we obtain∫ T

0

(∫
Ω0

∣∣∣u[fσ] − ψ
∣∣∣2dx)dt→ 0, σ → 0. (4.31)

Using (4.28) and from last relation, we have

u[f 0] = ψ in Ω0 × (0, T ) (4.32)

and by the uniqueness of the inverse problem proved in Section 3 this implies f 0 = f ∗

(i.e. D0 = D∗) which concludes the proof. □

Remark 16. In order to prove that the subdomain Dσ has a finite perimeter in Ω we
added the assumption σ2

γ(σ)
is bounded for σ → 0 in the previous theorem.
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The aim of introducing the regularization term in (2.8) is to stabilize the reconstruction
process. But in practice it is very difficult to address the minimization of (2.8) numerically
because of the non-diffierentiability of the cost functional. Therefore, in the current paper,
we will use a self-regularized approach based on the topological derivative method which
is described in the next section.

5. Sensitivity analysis

The considered inverse problem is rewritten as a topology optimization one. To solve
the optimization problem (2.8), we propose a fast and accurate approach based on the
topological derivative method [30]. Then, for the sake of completeness of the manuscript,
we briefly present in Section 5.1 the basic idea of the topological sensitivity. In Section
5.2, we introduce the asymptotic expansion of some modified Bessel functions. Finally,
in Section 5.3, we derive a topological asymptotic expansion of the considered shape
functional.

5.1. Topological sensitivity analysis. Topological derivatives measure the sensitivity
of a given shape function with respect to a small topological perturbations such as the
creation of inclusions, cavities, cracks, or source-terms. Mathematically, the topological
sensitivity concept is the first term of the asymptotic expansion of such shape functions
with respect to the small parameter that measures the size of the introduced perturbation.
To present the basic idea of this method, we consider an open and bounded domain
Ω ⊂ Rd (d ∈ {2, 3}) and a non-smooth perturbation confined in a small set ωε,z of
size ε > 0 centred at an arbitrary point z of Ω such that ωε,z ⋐ Ω. We introduce
a characteristic function x 7→ χ(x), x ∈ Ω, associated with the unperturbed domain,
namely χ = 1Ω. Similarly, we define a characteristic function x 7→ χε(z, x), x ∈ Ω,
associated to the topologically perturbed domain. In the case of a perforation, for instance,
χε(z) = 1Ω − 1ωε,z and the perturbed domain is given by Ωε,z = Ω\ωε,z. Then, for
a given shape functional F(χε(z)) associated with the topologically perturbed domain,
the topological sensitivity analysis method would provide an asymptotic expansion of
F(χε(z)) of the form

F(χε(z)) = F(χ) + f1(ε)T (z) + o(f1(ε)), (5.1)

where F(χ) is the shape functional associated to the reference (unperturbed) domain,
ε 7→ f1(ε) is a positive first order correction scalar function of F , and o(f1(ε)) is the
remainder, namely o(f1(ε))/f1(ε) → 0 when ε → 0. The function z 7→ T (z) is called the
topological derivative (or topological sensitivity) of the shape functional F at z. Therefore,
this derivative can be seen as a first-order correction of F(χε(z)) to approximate F(χ).
In fact, after rearranging (5.1), we have

F(χε(z)) −F(χ)

f1(ε)
= T (z) +

o(f1(ε))

f1(ε)
. (5.2)

The limit passage ε → 0 in (5.2) leads to the general definition for the first-order topo-
logical derivative

T (z) := lim
ε→0

F(χε(z)) −F(χ)

f1(ε)
.

This first definition of the topological derivative has been introduced by Schumacher [41]
under the name of bubble method in the context of compliance optimization for linear
elasticity problems, followed by Soko lowski and Żochowski [42] and Céa et al. [8]. For
more details about this concept, we refer the readers to [34] and references therein as well
as to the series of three review papers [31, 32, 33].
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Classically, the topological derivative T is described by the leading term of the first-
order asymptotic expansion, dealing only with small geometry perturbations. Therefore,
as a natural extension of the topological derivative concept, we consider high-order terms
in the asymptotic expansion. In this context, some reconstruction problems have been
solved with the help of higher-order topological derivatives [7, 13, 14]. In particular, the
shape functional governing the inverse problem is expanded asymptotically with respect
to a set of ball-shaped anomalies and then truncated up to some desired order term.
Then, an asymptotic expansion of the functional F at z can be written in the following
form

F(χε(z)) = F(χ) + f1(ε)T (z) + f2(ε)T 2(z) + o(f2(ε)), (5.3)

where ε 7→ f2(ε) is a scalar positive function such that f2(ε) = o(f1(ε)) and f2(ε) → 0
when ε → 0 and the function z 7→ T 2(z) denotes the second-order topological derivative
of the shape function F at z, which can be defined as

T 2(z) := lim
ε→0

F(χε(z)) −F(χ) − f1(ε)T (z)

f2(ε)
.

Furthermore, one can define higher-order topological derivatives by arguing analogously.
In this paper, we derive a second-order topological asymptotic expansion for the con-

sidered least-square function J from (2.8) with respect to the presence of a finite number
of balls. To this end, we need to introduce the asymptotic expansion of some modified
Bessel functions.

5.2. Series expansions for Bessel functions. We denote the modified Bessel functions
of the first kind and order m by Im with m ∈ Z. As τ → 0+, we have the following
asymptotic expansions:

I0(τ) = 1 +
1

4
τ 2 +O(τ 4) (5.4)

and

I1(τ) =
1

2
τ +

1

16
τ 3 +O(τ 5). (5.5)

The modified Bessel functions of the second kind and order m are denoted by Km with
m ∈ Z. As τ → 0+, we have the following asymptotic expansions:

K0(τ) = (ln 2 − e) − ln τ − 1

4
τ 2 ln τ +

1

4
(1 + ln 2 − e)τ 2 +O(τ 4) (5.6)

and

K1(τ) =
1

τ
+

1

2
τ ln τ +

1

2
(e − ln 2 − 1

2
)τ +

1

16
τ 3 ln τ +

1

16
(e − ln 2 − 5

4
)τ 3 +O(τ 5), (5.7)

where e is the Euler constant. The above series expansions were obtained from Jeffrey et
al. [19].

5.3. Topological asymptotic expansion. The problem is perturbed by introducing
balls in order to determine the sensitivities. More precisely, for a given spatial component
in the source term of the time-fractional diffusion equation (2.5) of the form

f = χD, (5.8)

we consider n ball-shaped perturbations of f denoted by
⋃n

i=1 Bεi(zi), with radii ε =
(ε1, ..., εn) and centers ζ = (z1, ..., zn). Since µ(t) is known, for the sake of completeness it
is assumed to be given in the form of piecewise functions in which each component µi(t)
is associated with Bεi(zi), for i = 1, · · · , n, where Bεi(zi) denotes a ball of radius εi and
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center zi ∈ Ω. In addition, now for the sake of simplicity, we assume that the perturbed
counterpart of the source term in the time-fractional diffusion problem (2.5) is defined as

Fε(x, t) = f(x)µ(t) +
n∑

i=1

ρiχBεi (zi)
(x), (5.9)

where ρi ∈ R+ is associated with the mean value of µi(t), namely

ρi =
1

T

∫ T

0

µi(t)dt. (5.10)

Moreover, we assume that Bεi(zi) ⊂ Ω, Bεi(zi)∩Ω0 = ∅ and Bεi(zi)∩Bεj(zj) = ∅ for each
i ̸= j and i, j ∈ {1, ..., n}. The motivation for the choice (5.9) will be explained in what
follows.

For the crucial regularization issue presented in this paper, recently, the topological
derivative method (particularly for L2-norm misfit function) has repeatedly been noticed
to be self-regularizing, which means they do not need an additional regularization (in the
numerical reconstruction) to stabilize the identification process [1, 18, 29]. This feature
still needs to be mathematically proven. On the other hand, we know that the perimeter
is not topologically differentiable. From the above discussion, we neglect the regular-
ization term in (2.8). Practically, we cannot identify domains having infinite perimeter.
Therefore, for the sake of simplicity, we assume that Per(D) <∞ and we choose γ = 0.

To this end, the shape functional associated with the topologically perturbed source
term (5.9) is written as

J (Fε) =

∫ T

0

(∫
Ω0

∣∣∣uε − ψσ
∣∣∣2dx)dt, (5.11)

where uε is solution of the perturbed boundary value problem of the form ∂αt uε − ∆uε + uε = Fε in Ω × (0, T ),
uε = 0 on ∂Ω × (0, T ),

uε(., 0) = gε in Ω.
(5.12)

From these elements, we will establish an asymptotic formula describing the variation
of J (Fε) − J (f) with respect to ε. Then, let us introduce the following ansatz for the
solution to the perturbed problem (5.12):

uε(x, t) = u[f ](x, t) +
n∑

i=1

ρiπε
2
i vεi(x), (5.13)

where u[f ] solves the homogeneous problem (2.5) and vεi is the solution of the following
auxiliary boundary value problem for i = 1, · · · , n:{

−∆vεi + vεi = 1
πε2i
χBεi (zi)

in Ω,

vεi = 0 on ∂Ω.
(5.14)

Finally, the ansatz (5.13) induces the initial condition gε(x) =
∑n

i=1 ρiπε
2
i vεi(x) to the

perturbed boundary value problem (5.12).

Remark 17. Note that thanks to the construction (5.9), the resulting auxiliary functions
vεi are solutions to steady-state boundary value problems (5.14). From one side, it reduces
enormously the computational cost of the algorithm. One the other hand, we will show
that we can estimate – with a good precision – the volume ρiπε

2
i of each anomaly and its

location zi, but not µi(t) itself, where ρi is given by (5.10).
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Now, let us decompose vεi , solution of (5.14), into two parts as follows

vεi(x) = pεi(x) + λεi3 qi(x), (5.15)

where pεi is solution of the following boundary value problem defined in a big ball BR(zi) ⊃
Ω of radius R and centre at zi:{

−∆pεi + pεi = 1
πε2i
χBεi (zi)

in BR(zi),

pεi = λεi3 K0(R) on ∂BR(zi).
(5.16)

The above boundary value problem admits the explicit solution (see, for instance, the
book by Polyanin, 2002 [35])

pεi(x) =

{
λεi1 − λεi2 I0(∥x− zi∥) x ∈ Bεi(zi),

λεi3 K0(∥x− zi∥) x ∈ BR(zi) \ Bεi(zi),
(5.17)

where

λεi1 =
1

πε2i
, (5.18)

λεi2 =
1

πε2i

K1(εi)

K0(εi)I1(εi) +K1(εi)I0(εi)
, (5.19)

and

λεi3 =
1

πε2i

I1(εi)

K0(εi)I1(εi) +K1(εi)I0(εi)
. (5.20)

Finally, λεi3 qi must compensate for the discrepancies left by pεi on ∂Ω. In particular, qi is
the solution to the following boundary value problem{

−∆qi + qi = 0 in Ω,
qi = −K0(∥x− zi∥) on ∂Ω.

(5.21)

Since Bεi(zi) ∩ Ω0 = ∅, then

vεi(x) = λεi3 vi(x) ∀x ∈ Ω0, (5.22)

with

vi(x) := qi(x) +K0(∥x− zi∥). (5.23)

Consequently, from (5.13) and (5.22), we have the following expansion:

uε(x, t) = u[f ](x, t) +
n∑

i=1

λεivi(x) ∀x ∈ Ω0. (5.24)

with λεi given by

λεi = ρi
I1(εi)

K0(εi)I1(εi) +K1(εi)I0(εi)
. (5.25)

By using (5.24) in (5.11), we get the following asymptotic expansion:

J (Fε) − J (f) = 2
n∑

i=1

λεi
∫
Ω0

vi

(∫ T

0

(u[f ] − ψσ)dt

)
dx (5.26)

+ T

n∑
i,j=1

λεiλεj
∫
Ω0

vivj dx. (5.27)
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6. Reconstruction algorithm

Following the original ideas presented in [6], in this section we present the resulting
noniterative reconstruction algorithm based on the expansion (5.26). The topological
asymptotic expansion of the cost function J (Fε) given by (5.26) can be rewritten in the
following compact form

J (Fε) = J (f) + Ψ(β, ζ, n),

where the quantity Ψ(β, ζ, n) is defined by

Ψ(β, ζ, n) = β · d(ζ) +
1

2
H(ζ)β · β, (6.1)

where vectors ζ = (z1, · · · , zn) and β = (β1, · · · βn), with βi = λεi . Moreover, d(ζ) and
H(ζ) are the first and second order topological derivatives, respectively. The vector d(ζ)
and matrix H(ζ) have entries

d(ζ) =


d1
d2
...
dn

 and H(ζ) =


H11 H12 · · · H1n

H21 H22 · · · H2n
...

...
. . .

...
Hn1 Hn2 · · · Hnn

 , (6.2)

where

di = 2

∫
Ω0

vi

(∫ T

0

(u[f ] − ψσ)dt

)
dx and Hij = 2T

∫
Ω0

vivjdx. (6.3)

Given the general function of form (6.1), the minimum is found when:

⟨DβΨ(β, ζ, n), η⟩ = 0 ∀η ∈ Rn. (6.4)

Furthermore, given Hij is symmetric positive definite, the minimum of the function with
respect to β is the global minimum. In particular,

(H(ζ)β + d(ζ)) · η = 0 ∀η ∈ Rn ⇒ H(ζ)β = −d(ζ), (6.5)

provided that H = H⊤. Therefore,

β = β(ζ) = −H(ζ)−1d(ζ), (6.6)

such that the quantity β, solving (6.6), becomes a function of the locations ζ. Substituting
the solution of (6.6) into Ψ(β, ζ, n), defined by (6.1), the optimal locations ζ⋆ can be
obtained from a combinatorial search over the domain Ω. These locations are the solutions
to the following minimization problem:

ζ⋆ = argmin
ζ∈X

{
Ψ(β(ζ), ζ, n) =

1

2
β(ζ) · d(ζ)

}
, (6.7)

where X is the set of admissible locations of anomalies. Then, the optimal sources are
characterized by β⋆ = β(ζ⋆). Finally, we can use the asymptotic expansions (5.4)-(5.7) to
rewrite βi = λεi from (5.25) as follows:

λεi =
ρiπε

2
i

2π
+O(ε4i ). (6.8)

Therefore, the volume of the i-th anomaly can be approximated by ρiπε
2
i ≈ 2πβi, where

ρi is given by (5.10).
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7. Numerical results

Let us consider a domain Ω = (0, 1)×(0, 1). The time T is set as T = 1. In addition, the
temporal part of the source term to be reconstruction µ(t) is composed by two functions
µ1(t) and µ2(t) of the form

µ1(t) =

{
10, 0 < t < 0.1,
0, otherwise,

and µ2(t) =

{
5, 0.2 < t < 0.4,
0, otherwise.

(7.1)

The graphs of functions t 7→ µ1(t) and t 7→ µ2(t) are presented in Figure 1. Note
that, according to (5.10), the mean values of functions µ1(t) and µ2(t) are ρ1 = ρ2 = 1.
This choice simplifies the graphical representation of the results since each unknown is
approximated by 2πβi ≈ ρiπε

2
i , where ρi is given by (5.10). That is to say, it is expected

to obtain a value of 2πβi coinciding with the volume ρiπε
2
i of the i-th anomaly.

0.0 0.2 0.4 0.6 0.8 1.0
0.0

2.0

4.0

6.0

8.0

10.0

12.0

Figure 1. Graphs of functions t 7→ µ1(t) and t 7→ µ2(t).

The problem is discretized by using standard Finite Element Method in space and
Finite Difference Method in time following the same procedure as described in [37]. In
particular, the domain Ω is discretized with three-node finite elements. The mesh is
generated from a grid of size 160 × 160, where each resulting square is divided into four
triangles, leading to 102400 elements. The set X is obtained from a 10 × 10 uniform
subgrid of the initial grid, which results in 100 admissible point locations.

7.1. Example 1. In this first example, the source F ∗(x, t) to be reconstructed is given
by F ∗(x, t) = µ1(t)χω∗

1
(x), with µ1(t) according to (7.1). The domain ω∗

1 forming the
support of the unknown source D∗ is given by one ball-shaped anomaly, with centre at
(0.6, 0.7) and radius 0.05. See Figure 2. In addition, we set α = 0.5 and n = 1 trial ball.
Finally, three different observable domains Ω0 are considered, all of them given by circles
centered at the right-top corner of the square Ω, but with different radii, namely 0.05,
0.025 and 0.02. The obtained results are presented in Figure 3, where the gray region
represent the observable domain Ω0. From this figure, we observe that the reconstruction
fails only for the smallest Ω0, while the reconstructions are almost exact for the bigger
observable domains.

7.2. Example 2. In this example, the source F ∗(x, t) to be reconstructed is given by
F ∗(x, t) = µ1(t)χω∗

1
(x)+µ2(t)χω∗

2
(x), with µ1(t) and µ2(t) according to (7.1). The domains

ω∗
1 and ω∗

2 forming the support of the unknown source D∗ are given by two disjoint ball-
shaped anomalies, with centres at (0.4, 0.4), (0.6, 0.7) and radii 0.1, 0.05, respectively. See
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Figure 2. Example 1. Target to be reconstruct highlighted in black.

Figure 3. Example 1. Obtained results for different observable domains
Ω0 highlighted in gray.

Figure 4, where the gray region represent the observable domain Ω0 given by four balls
with radii 0.1 centered at the corners of Ω.

Figure 4. Example 2. Target to be reconstruct (black regions) and ob-
servable domain (gray regions).

In order to obtain noisy synthetic data, the true source term F ∗ is corrupted with white
Gaussian noise of zero mean and standard deviation σ. See Figure 5. Finally, we set n = 2
trial balls and different values of α are considered, namely 0.1, 0.5 and 0.9.

(a) σ = 4% (b) σ = 8% (c) σ = 16%

Figure 5. Example 2. Target corrupted with varying levels of noise.

The reconstructions for σ = 0% are almost exact independent of α, so that these results
are not reported. The obtained results for different levels of noise are presented in Figures
6, 7 and 8 for α equal to 0.1, 0.5 and 0.9, respectively. From an analysis of these figures,
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we observe that the smaller is α, the worse is the reconstruction. See also a qualitative
summary of the obtained results in Table 1. To complement this analysis, we introduce
the following error measure

E =
2∑

i=1

∥zi − z∗i ∥2 + |Vi − V ∗
i |, (7.2)

where V ∗
i = |ω∗

i | and Vi = ρiπε
2
i . Note that, in this particular case, the error measure

(7.2) makes sense because each µi(t) has unit mean value in the spirit of (5.10). The
obtained errors are reported in Table 2.

(a) σ = 4% (b) σ = 8% (c) σ = 16%

Figure 6. Example 2. Obtained result for α = 0.1 with varying levels of noise.

(a) σ = 4% (b) σ = 8% (c) σ = 16%

Figure 7. Example 2. Obtained result for α = 0.5 with varying levels of noise.

(a) σ = 4% (b) σ = 8% (c) σ = 16%

Figure 8. Example 2. Obtained result for α = 0.9 with varying levels of noise.

Table 1. Example 2: Qualitative summary of the obtained results.

σ 4% 8% 16%
0.1 good bad bad

α 0.5 good good bad
0.9 good good good
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Table 2. Example 2: Error measure E according to (7.2). The failed
reconstructions are highlighted in red.

σ 4% 8% 16%
0.1 1.85 × 10−3 1.06 × 10−2 1.07 × 10−2

α 0.5 9.97 × 10−4 1.16 × 10−3 1.14 × 10−2

0.9 2.77 × 10−4 3.35 × 10−4 2.17 × 10−3

7.3. Example 3. Now we consider again the reconstruction of a source term of the form
F ∗(x, t) = µ1(t)χω∗

1
(x)+µ2(t)χω∗

2
(x), but with the domains ω∗

1 and ω∗
2 given by square- and

cross-shaped anomalies centered at (0.6, 0.7) and (0.3, 0.3), respectively, where µ1(t) and
µ2(t) are given by (7.1). See Figure 9(a), where the gray regions represent the observable
domain Ω0 given by four tiny balls with radii 0.01 centered at the corners of Ω. We set
α = 0.5 and n = 2 trial balls. The obtained result is reported in Figure 9(b), where we
observe that the locations are perfectly reconstructed and the volumes of the target and
the trial balls coincide up to a small numerical tolerance.

(a) target (b) result

Figure 9. Example 3. Target to be reconstruct (black regions) and observ-
able domain (gray regions) on the left (a) and obtained result with n = 2
trial balls on the right (b).

7.4. Example 4. In this example we consider the reconstruction of a source term of the
form F ∗(x, t) = µ1(t)χω∗

1
(x) + µ2(t)χω∗

2
(x), with µ1(t) and µ2(t) according to (7.1). The

domains ω∗
1 and ω∗

2 are given by ball- and L-shaped anomalies, respectively. See Figure
10(a), where the gray regions represent the observable domain Ω0 given by four balls
with radii 0.05 centered at the corners of Ω. We set α = 0.5 and n = 4 trial balls. The
obtained result is presented in Figure 10(b), where we observe that the target is quite
well reconstructed. In particular, the L-shaped anomaly is approximated by three trial
balls, while the ball-shaped anomaly is approximated by the fourth trial ball.

7.5. Example 5. Finally, let us comeback to Example 2 from Figure 4. However, we
consider the reconstruction of a source term of the form F ∗(x, t) = µ(t)(χω∗

1
(x) +χω∗

2
(x)),

with µ(t) = 1 − t, for 0 < t < 1. Note that in this case the mean value of µ(t) is equal
to 1/2. On the other hand, the algorithm returns the volume ρiπε

2
i of the i-th anomaly.

Therefore, since µ(t) is not known a priori, we fix ρi = 1, for i = 1, 2. As a result, after
plotting the obtained reconstructions, the size (area) of the true anomalies are under
estimated by a factor 2 (up to a small numerical error), as expected. See Figure 11.
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(a) target (b) result

Figure 10. Example 4. Target to be reconstruct (black regions) and ob-
servable domain (gray regions) on the left (a) and obtained result on the
right (b).

(a) target (b) result

Figure 11. Example 5. Target to be reconstruct with µ(t) = 1 − t on the
left (a) and obtained result with ρ1 = ρ2 = 1 on the right (b).
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